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MDSplus Infrastructure

Tree Server Serve tree data files, evaluate expressions

DAQ Server Run data acquisition scripts and communicate with devices

Dispatch Server Build dispatch tables to ensure actions are run in order
Control actions on DAQ server

Analysis Server Compute data and store results

● MDSplus as a set of servers
● Can be difficult to install/configure
● Running on one machine or many
● Configuration dependent on constraints of experiment



● Command line tool/service
● Software containers, can be viewed as “Lightweight VMs”
● Virtual network, port forwarding, host filesystem mounts
● Runs on any linux kernel
● Variants exist for Windows/OSX
● Share images on https://hub.docker.com 
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Docker Terminology

Images Packaged filesystems, analogous to executables
Can be shared or extended

Containers Running instances of executables
Multiple containers can run off of one image

Network Virtual network in which all the containers have IPs, hostnames, etc

Volume A mounted filesystem either shared between multiple containers, or 
between the container and the host filesystem



Docker Compose

● Define relationships between containers
● Deploy on a server or your computer
● Infrastructure as Code
● Easy to destroy/recreate
● Self contained
● Can add config for building images
● YAML



Docker Compose
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MDSplus Images

● Alpine Linux based image
● Includes most commonly used packages
● Optimized for general use
● Minimal configuration
● Providing channel-defined and version-defined tags

mdsplus General MDSplus installation
Used for client tools
Base package of tree-server and mdsip

tree-server Specialized and configured to use inetd to 
spawn mdsip processes to handle 
connections

mdsip Specialized and configured to run a single 
mdsip process on a specified port
Used for dispatch, daq, and analysis



Container Configuration

● Environment variables for tree paths
● MDSIP_PORT for mdsip based servers
● Standard mounts for common needs

/trees/ Folder containing all tree data files
e.g. /trees/demo/

/tdi/ Folder containing all tdi functions

/pydevices/ Folder containing all python device classes

/scripts/ Folder containing all of your scripts to run

/scopes/ Folder containing dwscope or jScope 
definition files



Extending the Images

● Use the MDSplus containers as base images
● Add your config, scripts, etc.
● Install your own software, python packages, etc.
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Portable Docker Compose

● Use my General images or Build with compose
● Create an architecture as a file
● Well defined
● Easy to update and redeploy
● Requires Docker + Docker Compose installed



General Containers + Systemd

● Use systemd (or any service manager)
● Use docker commands to create and maintain processes
● Requires more effort to install on a system
● Very robust
● Easy to update and restart services



Build Your Own Containers

● Build your own containers
● Either inherit from mine, or write your own
● The most configurable
● Advanced
● Can be used with docker-compose or systemd

○ docker-compose helps with building



Client Tools using the General Containers

● Use any tool packaged with MDSplus on your system
○ mdstcl, dwscope, jScope, traverser, jTraverser, actmon

● No installation needed
● Can connect to existing infrastructure
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Demo

● Available at:
https://github.com/WhoBrokeTheBuild/DockerizedMDSplus

https://hub.docker.com/r/whobrokethebuild/mdsplus 

● General Containers + Docker Compose
● Full shot cycle
● Helper script with docker function wrappers
● Come see a live demo at the MDSplus workshop

https://github.com/WhoBrokeTheBuild/DockerizedMDSplus.git
https://hub.docker.com/r/whobrokethebuild/mdsplus


Demo
Start Servers

Create Tree

Source Helper Script



Demo
Bash or Python prompt

TCL prompt



Demo

Start Traverser



Demo

Start Action Monitor



Demo

Start Scope
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Benefits

● No MDSplus installation
○ Docker installation still needed

● Easy to upgrade
○ Change image tag from 7.63.1 to 7.63.2

● Infrastructure as code
○ Entire MDSplus infrastructure stored in docker-compose.yml or systemd



Limitations

● GUI applications and X-forwarding
○ Linux Only
○ OSX/Windows possible with effort

● UID/GID mapping
○ Docker runs as root
○ UID=$(id -u) GID=$(id -g) docker-compose up -d

● Performance
○ Little to no impact on server applications
○ Unknown impact on GUI applications

● Have to specify all tree_path environment variables
○ Fixed in 7.74.0 with default_tree_path
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