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ABSTRACT : With the increasingof data storageanddata accessnumber in EASTexperiment,standardizeddata accessanduserbehaviormonitoringbecomeevenmore important. Therefore,a perfect EASTMDSpluslogging

systemis required,anda maturelogdatamanagementsystemisbuilt on this basis. TheEASTMDSpluslogdatamanagementsystemarchitectureincludesfour parts: the logdatacollectionlayer,the datastoragelayer,the dataanalysis

layerandthe dataapplicationlayer. Thedatacollectionlayeruseshook function to improvethe log system,andadoptsLogrotatemechanismfor log rotation cutting,whicheffectivelyavoidsthe problemof excessivelog storage. The

datastoragelayerusesHDFSfor distributedoffline datastorageto supportdatamulti-copybackup,whichimprovesdatasecurityperformanceandnon-volatileness. Moreover,Kafkaisalsousedasthe streamdatastoragemiddleware

to ensurethe releaseandsubscriptionof log messageswith high throughput. Thedata analysislayerusesMapReduceto cleanthe offline data andestablishthe log data warehousebelongingto EAST. In addition,SparkStreamingis

usedto calculatelog streamdata to ensurethe quasi-real-time natureof log data. Thedataapplicationlayer is designedto visualizeanalysislayerdataandintuitively reflect the entire EASTlog dataaccessstatus. Eachlayerof the log

managementsystemframeworkprovidesa correspondinginterface,which reducesthe couplingdegreeof the system. EASTMDSpluslog data managementsystemprovidesa standardizedmanagementsolution for the whole EAST

experimentlogdata.
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ümore data analysis components will be added into the log data management system to mining more useful data.

ümore advanced machine learning algorithm will be implemented according to the requirements. 
üTo monitor the MDSplus data storage server on EAST, a new log data management system has been 

designed which includes 4 parts including log optimization and collection, off-line data analysis, real-

time data analysis and data browser.

üThe log data management system has been implemented and adopted in the campaign of EAST.

üTheMySQLtable doesnot directly reflect the valueof the data. Tosolve

this problem, building a data browser is quite necessary. Combining

Zeppelinwith traditionalwebcanpresentserverstatusperfectly.

üThe SparkStreamingcan analyzethe batch real-time data streaming

which is pulled from Kafkatopicsandcanbe describedasRDD(resilient

distributeddatasets).

üThe job is divided into different stages. At the sametime, the stageis

divided into different tasks. While the RDD’s transformation includes

filter, map, andsoon.

üTwomain format of the log messageafter processingin real time.Client

tableandOperationtableon show.

üThe log systemhasbeen greatly improved. Theentitle processis shownas list

below.

üThinclientmodeconnectsMDSplusserver.

üOperationssuch as Tree Open, Get Data, Put Data will trigger TreeCallHook

functionandbe recorded.

ü libTreeShrHook.soflushthe log informationinto mdsiplogfile

üClientdisconnectslink.

üThis log information is monitored by the Flumeservicein real time and Linux

shellin offline.

üTheconfigurationof logcollectionsystemisFlumeNG1.7.0.

üThe ExperimentalAdvancedSuperconductingTokamak(EAST)is a lager fusion research device which has

producedmassexperimentalraw data. Thehigh-volume databasesuchas MDSPlusdatabasewhich is a set of

softwaretools for dataacquisitionandstorageanda methodologyfor managementof complexscientificdatahas

storedmore than five hundredTBexperimentalraw datathat includesdiagnoticDAQraw data,analyzeddataand

engineeringDAQraw data, etc. So it is important for managerto watch the information and status of all the

mdsplusdata. At presentall the acquireddata exceptvideo/imageare stored into MDSplusdatabasewhich is a

set of software tools for data acquisitionand storageand a methodologyfor managementof complexscientific

data.

üAt presentall data accessbehaviorcannot be detailedrecordedon MDSpluslogsexceptpoor EASTdata access

logs which are stored into mdsipd file. The whole log information includingclient’slink information and data

operationinformationarenot fully recorded.

ü It is really hard for manager to monitor the storage system based on above information. Problems will be occur 

when some hackers attack the server. In addition, the pressure can be formatted when a lot of clients access a 

single node of the server. In this case, the problem causes the traffic congestion on the storage server. To develop 

a mature log data management to watch all data status became much more significant. All functions of the log 

data management system is made up of four components as list below.

ÅLog optimization and collection;

ÅOff-line data analysis;

ÅReal-time data analysis;

ÅData visualization;

üSo we intend to construct log data management system of EAST Tokamak based on spark that contains the above 

functions. 

üTo test the log analysissystem’susability, the test method adapts

multiply threadsaccessdatastorageserver. ThefollowingTableisanoff-

line andreal-time comparisonof the log informationprocessing.

üPart1 is the optimization and collection of MDSplusloggingsystem,which can

recordthe detailedlog informationWhenall remote client sendsrequeststo the

server. Thispart playsan important role in the wholesystembecauseit’sthe data

source. The implement of the logging system makes full use of the hook

functions and the mechanismof Logrotate, the flume serverdaemonwatches

the serverlog’sfile contentall the time. Whenthe data iscollected,the crontab,

Linuxshell send the data to HDFS(Hadoopdistributed file system)and flume

sendsthe data to Kafka(topicssubscriptionand releasesystem,convertinglog

messagesinto streamingdata).

üPart2 is offline data analysis. The function of offline log storage relies on

HDFS,a Hadoop distributed storage file system. The metadata for the log is

stored on the master node, and the data blocksfor the log are stored on the

slave node. MapReduce,the core off-line computing framework, performs

statisticalcalculationof log data accordingto the specifiedtime and date, and

then normalizesthe processeddatainto MYSQLdatabase.

üPart3 is real-time data analysis. Kafka,asa data messagemiddleware,makelog

messagesbecame streaming data which is data source of spark streaming

procedure. EachsparksteamingJobhasbeen divided into many parallel tasks.

Eachtask can processone batch data from Kafkaserver,and the data results

written to MySQLdatabase.

üPart4 is the data visualizationsectionincludingweb presentationand Zeppelin.

The web presentationadaptstraditional technologysuchas JS,JQuery, Echart

etc.

üThe storage content in HDFS is the log information stored in days 

after the Linux shell executed periodically.

üHadoop's MapReduce computing framework is used to decompose log 

information into two different data models : the customer model and 

the operation model.
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