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ABSTRACT : with the increasingof data storageand data accessiumberin EASExperiment,standardizec

systemisrequired,anda mature log datamanagemensystemis built on this basis TheEAST™DSpludog datamanagemensystemarchitectureincludesfour parts. the log data collectionlayer,the datastoragelayer,the dataanalysis
layerandthe data applicationlayer Thedata collectionlayeruseshook functionto improvethe log system,and adoptsLogrotatemechanisntfor log rotation cutting, which effectivelyavoidsthe problem of excessivdéog storage The
data storagelayerusesHDFSor distributed offline data storageto supportdata multi-copybackup,whichimprovesdata securityperformanceand non-volatileness Moreover, Kafkais alsousedasthe streamdata storagemiddleware
to ensurethe releaseand subscriptionof log messagesvith highthroughput Thedata analysidayerusesMapReducdo cleanthe offline data and establishthe log datawarehousebelongingto EASTIn addition, SparkStreamings
usedto calculatelog streamdatato ensurethe quastrealtime nature of log data. Thedata applicationlayeris designedo visualizeanalysidayerdata andintuitively reflect the entire EASTog dataaccesstatus Eachlayerof the log

managementsystemframework providesa correspondingnterface,which reducesthe couplingdegreeof the system EASTMDSpludog data managementsystemprovidesa standardizedmanagementsolution for the whole EAST

experimentlog data.

ataaccessand userbehaviormonitoring becomeevenmore important. Therefore,a perfect EAST™MDSpludogging

U The Experimental Advanced SuperconductingTokamak (EAST)s a lager fusion researchdevice which has U It is really hard for manager to monitor the storage system based on above information. Problems will be occu

producedmassexperimentalraw data. The high-volume databasesuchas MDSPluglatabasewhich is a set of
softwaretools for dataacquisitionand storageanda methodologyfor managemenbf complexscientificdatahas
storedmore than five hundred TBexperimentalraw datathat includesdiagnoticDAQraw data, analyzeddataand

engineeringDAQraw data, etc. Soit is important for managerto watch the information and status of all the

Introduction

mdsplusdata. At presentall the acquireddata exceptvideo/imageare stored into MDSplusdatabasewhichisa A Log optimizatiorand collection;

set of software tools for data acquisitionand storageand a methodologyfor managementof complexscientific A Off-line data analysis;

data

A Realtime data analysis;

U At presentall data accessehaviorcannot be detailed recordedon MDSpludogsexceptpoor EASTataaccess A Data visualization;

logs which are stored into mdsipd file. The whole log information includingc | 1 énk tnformation and data U Sowe intend to construct log data management system of EAST Tokaasakl orspark that contains the above

operationinformationare not fully recorded

functions.

single node of the server. In this case, the problem causes the traffic congestion on the storage server. To dev
a mature log data management to watch all data status became much more significant. All functions of the log

data management system is made up of four components as list below.

when some hackers attack the server. In addition, the pressure can be formatted when a lot of clients access ¢
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System Architecture

Partl is the optimization and collection of MDSplusloggingsystem,which can
recordthe detailedlog information Whenall remote client sendsrequeststo the

server Thispart playsanimportantrole in the whole systembecausa tthHe data

source The implement of the logging system makes full use of the hook U

functions and the mechanismof Logrotate the flume serverdaemonwatches
the serverl o ¢le contentall the time. Whenthe datais collected,the crontab,
Linux shell sendthe data to HDFYHadoopdistributed file system)and flume
sendsthe data to Kafka(topics subscriptionand releasesystem,convertinglog
messagemto streamingdata).

Par2 is offline data analysis The function of offline log storage relies on
HDFSa Hadoop distributed storage file system The metadata for the log is

stored on the master node, and the data blocksfor the log are stored on the

slave node. MapReduce,the core off-line computing framework, performs
statistical calculationof log data accordingto the specifiedtime and date, and
then normalizeghe processedlatainto MYSQIdatabase

Part3 is realtime data analysis Kafka,as a data messaganiddleware,makelog
messagesbecame streaming data which is data source of spark streaming
procedure EachsparksteamingJobhasbeendivided into many parallel tasks
Eachtask can processone batch data from Kafkaserver,and the data results

written to MySQldatabase

1 Par# is the data visualizationsectionincludingweb presentationand Zeppelin.

The web presentationadaptstraditional technologysuchas JS,JQuery Echart

etc.
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Log optimization and collection
Thelog systemhasbeen greatly improved The entitle processis shownas list

below.

ThinclientmodeconnectsMDSplusserver

Operationssuch as Tree Open, Get Data, Put Data will trigger TreeCallHook

functionandbe recorded

libTreeShrHookoflushthe loginformationinto mdsiplogfile
Clientdisconnectsink.

Thislog information is monitored by the Flumeservicein real time and Linux
shellin offline.

Theconfigurationof log collectionsystemis FlumeNG1.7.0.

|:“> Get DataEtc Flume
Server
- Requests
{} Trigger
MDSPLus
. Trigger
ﬁ Leimlg Condition
{}CallBack
Hook DLL > Log File
Flush

cache

Off-line data analysis

Thestorage content in HDFS is tlog informationstored in days

after the Linux shell executgokriodically

I Hadoop's MapReduce computing framework is used to decompose log

Information into two different data models : the customer model and

U TheMySQLlable doesnot directly reflect the valueof the data. Tosolve

the operation model.

this problem, building a data browser is quite necessary Combining

hooktype tree shot
2781 OpenTree SE_TREE

2781 GetData SE_TREE
2782 OpenTree SE_TREE
2783 GetNci SE_TREE
2797 OpenTree

nodepath
1 N/A
1 \SE_TREE:TOPR:SIG
1 N/A
1 \SE_TREE:TOPR:SIG
1 N/A

linkTime pid user host ~ status linkTime pid
Mon Oct 30 11:16:43 2017 2781 bhguo 202.127.204.3 ON Mon Oct 30 11:26:08 2017

Mon Oct 30 11:26:33 2017 2783 ghzhang 202.127.204.3 ON Mon Oct 30 11:28:03 2017

Mon Oct 31 12:32:48 2017 2788 hrguo 202.127.204.3 OFF Mon Oct 30 11:33:08 2017
M 2797 guxie M

M M

2780 xthe

on Oct 31 15:36:23 2017 202.127.204.3 ON on Oct 30 11:33:18 2017

202.127.204.3 OFF on Oct 31 15:36:28 2017 SE_TREE

on Oct 31 18:56:13 2017

Real-time data analysis

I The Spark Streamingcan analyzethe batch reattime data streaming

whichis pulled from Kafkatopicsand canbe describedas RDD(resilient

distributeddatasets)

I The job is divided into different stages At the sametime, the stageis

divided into different tasks While the RDDs transformation includes

filter, map, andsoon.

table and Operationtable on show
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MDSplus Real Time Monitor
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Zeppelinwith traditional web canpresentserverstatusperfectly.

Data Monitoring

Traffic flow Active processes ,f Al O

L

I Two main format of the log messageafter processingn real time.Client U To test the log analysiss y s t asability, the test method adapts
multiply threadsaccesgslata storageserver Thefollowing Tableis an off-

line andreaktime comparisonof the log information processing
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Test Results

Test Case Speed pieces/s
Real-time ~1.000.000
Off line ~3.000

U To monitor the MDSplus data storage server on EAST, a new log data management system has been

designed which includes 4 parts including log optimization and collection, off-line data analysis, real-

Summary

time data analysis and data browser.

U The log data management system has been implemented and adopted in the campaign of EAST.

Future Plan

U more data analysis components will be added into the log data management system to mining more useful data.

U more advanced machine learning algorithm will be implemented according to the requirements.
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