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 Demonstrated Results (ITER  REC) 

 Data Replication Test Environment 

 Route Overview 
– Int’l 10Gbps L2VPN 
   via RENATER–GÉANT–SINET   

 ITER REC R&D collaboration by JA-EU 

 REC as “ITER data full replication site” 
is tested with QST, NIFS, NII, F4E, ITER. 

 

 TCP/IP speed down for longer distance: 
“Long Fat-pipe Network (LFN) problem” 
  

  MMCFTP using massively multiple 
connections is newly developed. 

  SINET5 has new 20 Gbps JA-EU line. 

  L3 (Internet) vs. L2VPN  (>10 Gbps) 
  L2VPN  for safety, stability & speed. 

 SSD-based fast storage is also needed 
 for 10–100 Gbps data I/O. 

 

 Transfer demo:  8h, 16h, 50h with: 
 ITER data (initial):  2GB x 500s  1TB 
 20 pulse/day  30 min. cyclic 
 Target speed  8 Gbps limit on 10 Gbps 

 Achieved data transfer speed: 
max. 7.92  / min. 5.48  / ave. 7.17 Gbps 
 

  ITER replication site is very realistic! 

  50 TB/day achieved new world record of 
inter-continental  long data transfer.  
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