
such structures, global simulations could be used to guide
the choices made in corresponding local runs—such simula-
tions are very challenging and thus beyond the scope of the
present work.

As a second option, the local (periodic) GENE version
can be stabilized by adding a small amount of E!B shear in
order to achieve a similar size-limiting effect. Using this
approach, an E!B shearing rate of cE ¼ 0:02 cs=Lref (which
is small, but still exceeds the time-averaged experimental
value by a factor #4) is sufficient to achieve a long-term sta-
bilization of the simulation. Both the above approaches were
found to yield heat transport levels close to those of a stand-
ard periodic simulation before blow-up.

In simulations, which included boron impurities, micro-
tearing modes were found to be sufficiently weakened to
allow for quasi-stationary simulations for at least 1000 a/cs,
even without any of the above described measures. The
GENE result for case D shown in Fig. 3(b) (#20 in Table II)
was obtained from the quasi-stationary phase of such a
three-species simulation with periodic radial boundaries,
without E!B shear.

D. Sensitivity with respect to input parameter
variations

In order to estimate the robustness of the present results
given experimental profile uncertainties, it is necessary to
examine the sensitivity of the simulation results with respect
to changes in the plasma parameters. Although the simula-
tions shown in Sec. III C are relatively expensive (up to
#300 000 CPUh per run, depending on the number of spe-
cies and resolution), a number of tests with different resolu-
tions and physics parameters were performed. In Table II,
these simulations are listed together with the measured heat
transfer rates and the corresponding experimental values.

1. High-current discharge

For case A, simulations with nominal parameters (keep-
ing only deuterium and electrons) yielded an overestimation
of the experimental electron heat transfer rate by #40%, and
of the ion heat transfer rate by a factor of 2.3. The checks
performed include a reduction of the radial resolution by a
factor of 2 and the inclusion of compressional magnetic fluc-
tuations. Both these changes had no significant effect on the
results. When including boron impurities (nB/ne¼ 3.4%), the
saturated transport levels of both heat transport channels are
reduced by 20%–45%, thus improving the agreement with
experiment.

For case B, with the nominal parameters and two species
again an overestimation of the heat transfer rates is obtained,
by a factor of 3.2 in the electrons, and by a factor of 2.9 in
the ions. Here, a reduction of the radial resolution can
actually lead to false agreement with experiment—both ion
and electron heat transfer rates are strongly reduced if only
half the radial resolution (nx¼ 256) is used (compare simula-
tions #5 and #10). Increasing the toroidal mode number spac-
ing from Dn¼ 6 to Dn¼ 14 (run #11) did not further
compromise the result. One simulation was performed at
even higher resolution, using 1024 radial modes, giving

transport levels within 10%–20% of the simulation using
512 modes.

Therefore, using this resolution, several physics parame-
ter variations were performed in order to examine the sensi-
tivity of the transport levels with respect to variations in the
input parameters. Since linear simulations indicate that the
dominant TEM has a contribution due to density gradient
drive (consider also the statements made about the convec-
tive heat flux contributions in Sec. III C), the density gradient
was reduced by 10% for run #6, yielding a considerable
decrease in the resulting heat transfer rates, thus reducing the
overestimation to roughly a factor of 2 in both ions and elec-
trons. Reducing the electron temperature gradient (#7) low-
ered the electron heat transfer rate by the same amount, but
did not affect the ion heat transport.

Adding a kinetic boron species (using nB/ne¼ 5.4% to
match the experimental Zeff), on the other hand, substantially
reduces the transport levels, such that the ion heat transfer
rate is matched well and the agreement in the electron heat
transfer rate is also improved. Therefore, it may be con-
cluded that through the inclusion of impurities, as well as a
small adjustment to the density gradient, agreement with the
inferred ASTRA transport levels can be achieved.

2. Low-current discharge

Using the nominal parameters for case C (and two spe-
cies), nonlinear simulations predict a total heat transfer rate
that is in very good agreement with the experimental value,
although the distribution between ions and electrons differs
from the ASTRA interpreted values. Nevertheless, since
impurities lead to a substantial transport reduction in cases A
and B, their influence consequently must be studied for the
0.4 MA discharge as well.

Running the case C parameters with a boron density of
nB/ne¼ 5.0% (again chosen to match the experimental Zeff
through boron alone), both the ion and electron heat transfer
rates are reduced by factors of #2 (see #12), thus underesti-
mating the mean ASTRA levels by roughly this factor, and
is slightly below the ASTRA error bars as well. For this rea-
son, additional simulations were performed (see Fig. 6),

FIG. 6. Total heat transfer rates (including neoclassical) for variations of ion
(red squares) and electron (blue diamonds) logarithmic gradients xTj from
their nominal values (indicated by dashed line) in case C. With moderately
increased values, the ASTRA heat transport levels (solid line, with error
band) can be matched.
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Is there a general L-mode „transport shortfall“? 
Several studies over the last years raised the question: Is gyrokinetics able to 
correctly describe the (ion heat) transport in outer core L-mode plasmas? 

GENE-based studies for ASDEX Upgrade and DIII-D say: YES! 

Ion temperature gradient scans performed at several radial locations indicate that 
the correct heat flux can be matched with the error bars of the temperature profile 


