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Irradiation Damage in Fusion Environment
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D-T fusion reaction

Divertor

Heat flux : 


Neutron flux : 

10 − 20 MW/m2

1014 n ⋅ cm−2 ⋅ s−1

Eurofusion - JET
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Collision Cascades

D-T

fusion reaction

neutron

impact

PKA

ballistic collision heat spike
~ 0.1 ps few ps

diluted

Irradiation Damage in Fusion Environment

interstitial vacancy
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Tanno et al., Mater. Trans. (2011)

Irradiation Damage in Fusion Environment
Collision Cascades → Volumetric Defects
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Polycrystal: Grain Growth
Irradiation Damage in Fusion Environment
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GB sliding

maximum attainable yield strength 
via GB strengthening

Gietl et al., J. Alloys Compd. (2022)

“Recrystallisation” Mechanical properties
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Polycrystal: Grain Growth

Gietl et al., J. Alloys Compd. (2022)

Irradiation Damage in Fusion Environment

“Recrystallisation”

Wang et al., Nano Lett. (2011)

Thermal properties
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Polycrystal: Grain Boundary as Defect Sink
Irradiation Damage in Fusion Environment

Klimenkov, Nucl. Mater. Energy (2016) Li et al, Tungsten 2 (2020)
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Why We Need Massive-Scale MD Simulation

Unrealistically small grains


Severe recrystallisation

Large interfacial area


Intense absorption of self-intersititial atoms

Tiny Model

Unpublished, courtesy of Yoo Lee et al., Nucl. Fusion (2020)

8



zeroangle@yonsei.ac.kr MoD-PMI 2025, Vienna

Tiny Model versus Massive Model

Tiny 
(< tens of millions of atoms)

Massive 
(~ 10 billion atoms)

Microstructure fidelity
singlecrystal


bicrystal

ultrafine-grained*

Full grain-size spectrum

Phenomena captured aggressive recrystallisation

no grain boundary pinning

GB-defect interaction

Hall-Petch strengthening


grain boundary sliding

Parameter transferability impractical for multiscale 
modelling

direct hand-off

comparable with experimental 

data

Why We Need Massive-Scale MD Simulation
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Frontier HPC achieved ExaFLOPS in 2023
OAK RIDGE National Laboratory website

Are we ready for this?

Massive MD: Present
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Massive MD: Present

ATOMSK
Serial code

Micrometer-scale 
virtual specimen

Creation

“No parallel atomic structure 
generation code exists.”

“No detail control of 
polycrystalline structure.”

DL_POLY
Parallel codes

Calculation

I/O readiness

“LAMMPS community discarded 
parallel I/O system.”
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“LAMMPS community discarded 
parallel I/O system.”

ATOMSK
Serial code

Micrometer-scale 
virtual specimen

Creation

DL_POLY
Parallel codes

Calculation

I/O readiness

Defect analysis

I/O readiness OVITO

Serial code

“No parallel post-processing 
code exists.”

Massive MD: Present

“No parallel atomic structure 
generation code exists.”

“No detail control of 
polycrystalline structure.”
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Atomic structure 
generation MD simulation Post-processing

- Integrated parallel I/O framework


- Efficient memory management


- GB generation and appropriate defect analysis

Parallel 
codes

PolyPal
(published)

+ Multi-PKA (Primary Knock-on Atom) 
simulation feature

Untitled
(in progress)

GB

Vacancy

Interstital

VITMAS
(developed)

Massive MD: Future
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PolyPal

Parallel I/O Parallelised task without 
inter-core communication Versatile options

14
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PolyPal: Features
Parallel I/O Parallelised task without 

inter-core communication Versatile options

- Fast


- Memory efficient

- Fast


- Memory efficient


- Domain-preserving
→Elimination of atom sorting

- Grain orientation control


- Grain morphology control


- Multi-phase


- Species substitution

𝛔-phase

15



ASCII text ✔ ✔ ✔

Binary 𝙓 𝙓 ✔

Mutil-flle ✔ 𝙓 ✔
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PolyPal: Features
File Format

DL_POLY VITMAS
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PolyPal: Features
Structure Design: Grain Morphology

Seed distribution


=


Grain morphology
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PolyPal: Features
Structure Design: Grain Morphology

Uniformly and randomly distributed

*coloured by lattice 
orientation
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PolyPal: Features
Structure Design: Grain Morphology

Layered structure with free surfaces
19
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PolyPal: Features
Structure Design: Grain Morphology

Massive virtual test specimen (~8 billion atoms)

*Only non-crystalline atoms 
are visualised.
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I. Oh, D. Park, E. Cheong et al. Extreme Mechanics Letters 41 (2020) 100984

Fig. 2. SEM images of the surfaces of the (a) as-deposited and (b) irradiated tungsten films. The optical microscope images for the SMI specimens are in the insets.
(c) XRD spectra of the as-deposited and the irradiated films. (d) The lattice parameters of the tungsten films were calculated using the W (110) peaks of the XRD
results. A magnified view of the peaks is displayed in the inset.

Fig. 3. Cross-sectional TEM micrographs for the unirradiated (a, b, c) and the He-ion implemented (d, e, f) specimens at different magnifications.

area [62]. We observe from the SEM images that the indentation
marks after the nanoindentation experiments for both types of
specimens have a small degree of sink-ins, indicating that E and
H would slightly be underestimated at a large depth [63]. We take
the properties at 40 nm of the indentation depth, which is ⇠10%

of the total thickness of the film to reduce the error caused by
the substrate effect [37]. As detailed in Sec. I of Supplementary
Material, this approach can minimize the errors associated with
the mismatch between the film and the substrate in E and H.
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Oh et al., Extreme Mech. Lett. (2020)
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PolyPal: Features
Structure Design: Grain Morphology

Bicrystal: bcc 𝚺3(112) symmetric tilt

Coincidence 
sites
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PolyPal: Features
Structure Design: Texture

Equiatomic fcc with solute atoms

*coloured by atom species
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PolyPal: Features
Structure Design: Texture

𝝈-phase precipitates

Multiple unit cells
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PolyPal: Features
Structure Design: Texture

Isotropic versus anisotropic

[001] [011]

[111]

Biased crystallographic direction

Non-uniform grain size distribution
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PolyPal Group Photo: Applications

[001] [011]

[111]

25

Sintered

Grabis et al., Proc. Est. Acad. Sc Eng. (2004)

I. Oh, D. Park, E. Cheong et al. Extreme Mechanics Letters 41 (2020) 100984

Fig. 2. SEM images of the surfaces of the (a) as-deposited and (b) irradiated tungsten films. The optical microscope images for the SMI specimens are in the insets.
(c) XRD spectra of the as-deposited and the irradiated films. (d) The lattice parameters of the tungsten films were calculated using the W (110) peaks of the XRD
results. A magnified view of the peaks is displayed in the inset.

Fig. 3. Cross-sectional TEM micrographs for the unirradiated (a, b, c) and the He-ion implemented (d, e, f) specimens at different magnifications.

area [62]. We observe from the SEM images that the indentation
marks after the nanoindentation experiments for both types of
specimens have a small degree of sink-ins, indicating that E and
H would slightly be underestimated at a large depth [63]. We take
the properties at 40 nm of the indentation depth, which is ⇠10%

of the total thickness of the film to reduce the error caused by
the substrate effect [37]. As detailed in Sec. I of Supplementary
Material, this approach can minimize the errors associated with
the mismatch between the film and the substrate in E and H.
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Vapor 
deposited

Oh et al., Extreme Mech. Lett. (2020)

W-Re

Skoczylas et al., Materials (2021)

𝝈-phase

Skoczylas et al., Materials (2021)
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PolyPal

(1) Domain decomposition

(2) Grain population

(3) Grain distribution 
& atom filling

(4) File output

Workflow Overview

26



PolyPal
Domain Decomposition

2-level hierarchy

node 1
node 2

node 3
node 4

node 5
node 6

node 7
node 8

core 7 core 8

core 6core 5

core 3 core 4

core 2core 1

HPC (8 nodes x 8 cores)

zeroangle@yonsei.ac.kr MoD-PMI 2025, Vienna27



PolyPal
Grain Population
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grain seed

facet (edge)

vertex

- Centroidal Voronoi tessellation 

- Grains constructed from 

- seeds with crystal orientation


- Grain information 

- crystallographic orientation


- seed points


- vertices


- edges


- list of neighbour grains
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PolyPal
Grain Distribution: Serial
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One grain at a time: no grain distribution required in serial approach

1st grain 2nd grain

…
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PolyPal
Grain Distribution: Parallel
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Parallelization

strategy

# working

cores restricted to number of grains all cores

Inter-core 
comm. required if parallel I/O applied no

Memory potential memory lackage issue all cores require similar amount of memory

Each core assigned to a grain All detected grains in a subdomain partially filled by 
corresponding core

w/o

domain 

decomposition

30



PolyPal
Grain Distribution and Atom Generation
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1) Each core finds grains in its 
subdomain.


2) All cores fill individual 
subdomains simultaneously.

(solving plane equations)

MoD-PMI 2025, Vienna

(1-green) A seed located inside subdomain


(2-magenta) At least one vertex inside subdomain


(3-blue) At least one edge penetrating across the subdomain


(4-yellow) A grain wrapping the subdomain.

1

23

4
a

b
c

A core can have multiple grains.


A grain can span over multiple 
subdomains.

31



PolyPal
Grain Distribution and Atom Generation
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PolyPal
Grain Distribution and Atom Generation
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- A grain can span over multiple subdomains. 


- To ensure the continuity, cores share the 
same lattice space


- The grain seed point (+) is set as the zero 
point of the lattice space.


- A fictitious masking box, bigger enough to 
cover the subdomain, is created.


- Sweep lattice points inside the masking box 
and fill the space.

33



PolyPal
Grain Distribution and Atom Generation
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- A grain can span over multiple subdomains. 


- To ensure the continuity, cores share the 
same lattice space.


- The grain seed point (+) is set as the zero 
point of the lattice space.


- A fictitious masking box, bigger enough to 
cover the subdomain, is created.


- Sweep lattice points inside the masking box 
and fill the space.
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PolyPal
Grain Distribution and Atom Generation

zeroangle@yonsei.ac.kr MoD-PMI 2025, Vienna

- A grain can span over multiple subdomains. 


- To ensure the continuity, cores share the 
same lattice space.


- The grain seed point (+) is set as the zero 
point of the lattice space.


- A fictitious masking box, bigger enough to 
cover the subdomain, is created.


- Sweep lattice points inside the masking box 
and fill the space.
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PolyPal
Grain Distribution and Atom Generation
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- A grain can span over multiple subdomains. 


- To ensure the continuity, cores share the 
same lattice space.


- The grain seed point (+) is set as the zero 
point of the lattice space.


- A fictitious masking box, bigger enough to 
cover the subdomain, is created.


- Sweep lattice points inside the masking box 
and fill the space.
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PolyPal
Grain Distribution and Atom Generation
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- A grain can span over multiple subdomains. 


- To ensure the continuity, cores share the 
same lattice space.


- The grain seed point (+) is set as the zero 
point of the lattice space.


- A fictitious masking box, bigger enough to 
cover the subdomain, is created.


- Sweep lattice points inside the masking box 
and fill the space with atoms.
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PolyPal
Grain Distribution and Atom Generation
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- A grain can span over multiple subdomains. 


- To ensure the continuity, cores share the 
same lattice space.


- The grain seed point (+) is set as the zero 
point of the lattice space.


- A fictitious masking box, bigger enough to 
cover the subdomain, is created.


- Sweep lattice points inside the masking box 
and fill the space with atoms.
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PolyPal
Grain Distribution and Atom Generation
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- A grain can span over multiple subdomains. 


- To ensure the continuity, cores share the 
same lattice space.


- The grain seed point (+) is set as the zero 
point of the lattice space.


- A fictitious masking box, bigger enough to 
cover the subdomain, is created.


- Sweep lattice points inside the masking box 
and fill the space with atoms.
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PolyPal
Grain Distribution and Atom Generation
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1st subdomain filled 1st & 2nd subdomains filled
40



PolyPal

Parallel I/O
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PolyPal

Parallel I/O
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PolyPal
Position File: Conventional MD Code
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Atomic Position File AtomAssignment

Master core

atom
sorting ... ...

File reading and atom distribution by a master core

Node: 2x2 = 4

Core per node: 2x2 = 4

43

Single-core processing & extensive core-to-core communications



PolyPal
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PolyPal VITMAS (MD)

* File-per-node

* Data chunk organised 

by cores

Position File: Domain-Preserving Parallel I/O Shin et al., Comput. Phys. Commun. (2025)

44



PolyPal
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1 billion atoms

100 x 64 cores

- File per node

- MPI-IO

1m 30s

Position File: Domain-Preserving Parallel I/O

PolyPal + VITMAS

LAMMPS
- Single file

- no MPI-IO

7 hrs ( x264 )

MD init. test

45



PolyPal
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Position File: Domain-Preserving Parallel I/O

2
74 75
15558 304
15479 254
15367 270
15601 311
316.51900 0.00028 0.11128
316.51900 0.00028 3.27648
… …

Number of species

Atomic numbers (W, Re)

Numbers of  W/Re atoms  in core 1

Numbers of  W/Re atoms  in core 2

Numbers of  W/Re atoms  in core 3

Numbers of  W/Re atoms  in core 4he
ad

er
 =

 m
ap
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PolyPal
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Position File: File-per-Node MPI-IO
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PolyPal
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Position File: File-per-Node Non-MPI-IO

Writing from core 1
on each node

Writing from core 2
on each node

...

No MPI communication

Asynchronous data dump from all cores.
48



PolyPal
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Position File: Single-File Non-MPI-IO

Concatenation

No additional memory required


No additional processing required
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PolyPal
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Performance Metrics

Shin et al., Comput. Phys. Commun. (2025)
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PolyPal
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Shin et al., Comput. Phys. Commun. (2025)

Only takes 2m 30s to generate a 10-billion-atom system.

file output: 2%
others: 98%

51

Performance Metrics



PolyPal
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Shin et al., Comput. Phys. Commun. (2025)

Binary format output: faster and light-weighted*

*binary ~225gb  /  ASCII ~534gb

52

Performance Metrics



PolyPal
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Performance Metrics: Strong Scaling Test

Shin et al., Comput. Phys. Commun. (2025)

Near-perfect load balancing  +  no inter-core comm.  =  excellent scalability
53



PolyPal
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Takeaway
- Massive-scale polycrystalline structures → realistic simulations

- File I/O: a huge bottleneck for massive-scale simulation

- PolyPal & VITMAS domain-preserving file I/O strategy

- Versatile options for tailoring desired polycrystalline structure

- Excellent scalability due to near-perfect load balancing and no inter-core communication

“We need appropriate tools for massive-scale 
MD simulations.”
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PolyPal
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Analysis on Massive-Scale MD Simulation

- Virtual test sample containing 8-billion atoms that mimics W thin film specimen


- Multiple-PKA simulations using VITMAS

Future Plans

56
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Analysis on Massive-Scale MD Simulation

- Virtual test sample containing 8-billion atoms that mimics W thin film specimen


- Multiple-PKA simulations using VITMAS

“We’ve created and simulated…!”


“Now… analysis…?”

Future Plans

57
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Wigner-Seitz Method Fails on Polycrystal

- WS is frequently used to locate and quantify defects in PKA simulations.


- It creates WS cells at the initial and check occupancy; 0: vacancy, >1: interstitial. 

Future Plans

58
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Wigner-Seitz Method Fails on Polycrystal

initial final

- Grains rotate, translate and grow.


- W-S cells at the interfaces are larger than those in bulk.


- Miscount of point defects occurs.

Future Plans
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Future Plans

zeroangle@yonsei.ac.kr MoD-PMI 2025, Vienna

Alternative: CNA + Graph-Theoretical Pattern Recognition

2)
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Future Plans
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Alternative: CNA + Graph-Theoretical Pattern Recognition

2)

61

Separation of grain boundary structure (GBS)



Future Plans
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Alternative: CNA + Graph-Theoretical Pattern Recognition

2)

62

Type-resolved defect identification: 110 / 111 interstitial or vacancy



Future Plans
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Alternative: CNA + Graph-Theoretical Pattern Recognition

2)
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No false detection of point defect at grain boundary



Future Plans
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Look into Our Masterplan Again

64

Atomic structure 
generation MD simulation Post-processing

Parallel 
codes

PolyPal
(published)

Untitled
(in progress)

GB

Vacancy

Interstital

VITMAS
(developed)

Publicly open Final feature update 
and testingStatus Verification in serial
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Thank You

This research was supported by the Nano & Material Technology Development Program through 
the National Research Foundation of Korea(NRF) funded by Ministry of Science and 

ICT(RS-2024-00445448)

“What I cannot create, I do not understand.”

Richard Feynman
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