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Motivation
• Automate summarization and 

keywording of articles 

• Enhance timeliness and scope 
of NSR’s database contents

• Simplify retrieval interface 
using natural (conversational) 
language (currently English 
only)
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AI Components
• Large Language Models (LLM):  

Enables understanding user’s query 
and generation of human-like response.

• Retrieval-Augmented Generation 
(RAG): retrieves relevant documents 
from vector database to ensure 
provided information is contextually 
appropriate and accurate. 

• System prompt engineering 
(SYSPROMPT):  crafting prompts to 
guide LLMs in generating quality and 
relevant information. 
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Workflow
1. Chunking: Document is split into smaller 

segments for easier processing later.
2. Embedding:  Text chunks are converted into 

vectors for fast search.
3. Vectorized texts and their indices are stored on 

a vector database.
4. Researcher’s query is converted to vectors and 

appended to the system prompt for use in 
search.

5. System searches vector database for matching 
vector chunks.

6. Matched vector chunks, user query and system 
prompt are merged for LLM’s use.

7. LLM generates factual response to user’s query.  
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Current Status
• Prototype being tested using Llama-3.2 

model (instruction-tuned) with 3 billion 
parameters

• ~400 Physical Review C and Elsevier PDF 
articles ingested, vectorized and stored on a 
local vector database.

• Metadata (JSON format) of top 4 most 
relevant sources are shown per response.

• B. Pritychenko’s (NSR Manager) Feedback: 
Summarization quality is already acceptable.
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Current Status (continued)
• B. Pritychenko’s (NSR Manager) Feedback:  

Keywording still needs a lot of work.

• More advanced system prompts being 
developed to improve keywording capability.
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Conclusion and Outlook
• LLMs, RAG and SYSPROMPT were successfully used to build a 

chatNSR prototype
• Summarization capability is already acceptable but keywording still 

needs a lot of work.
• More advanced LLMs (70 billion parameters) and more (100k’s) high-

quality references need to be ingested to improve chatNSR’s
performance (contextual accuracy).

• Future Work: Add advanced vision capability to interpret embedded 
charts and plots in articles.

7


