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Abstract

Fusion Systems Codes (SCs) are fundamental tools that allow for parameter space exploration and evaluation of technology
integration through parametric analyses that may identify relevant systemic dependencies in Fusion Power Plants (FPPs).
However, current state-of-the-art SCs model each plant system operating within its own inherent timescale, and neglect the
dynamic interdependence between them at a power plant level. The goal of this work is to illustrate this need for Multi-
Timescale (MT) SCs with novel parametric dependencies, such as between the ejection velocity of plasma filaments to the
Scrape-Off Layer (SOL) and the net power production of the plant, or between the design temperature of the FW and aspects
of tritium self-sufficiency. For that, a novel strategy to produce MT SCs was tested with a EU-DEMO model built in MIRA,
a multi-fidelity SC developed at the Karlsruhe Institute of Technology. This strategy identified three timescales in which
most FPP systems are categorized: (a) the characteristic time in which Plasma dynamics evolve, (b) a single reactor Pulse
and (c) the Operation of a FPP (a collection of pulses). New models have been developed to depict essential phenomena
of systems in each timescale. For (c), a multi-species Fuel Cycle module (FCM) computes fuel accumulation rates using a
residence-times (τ ) model, with τ -parameters derived from the characterization of selected technologies. For (b), a Power
Cycle module (PCM) computes the net power production by the Balance-of-Plant systems using thermodynamic models. For
(a), SOL plasma dynamics are computed with scaling laws and an optimized surrogate of the code TOKES, to estimate heat
and particle distributions along the reactor chamber wall. Consistent coupling is ensured by using results from (c) to compute
outgassing fluxes with the double-diffusion code TESSIM-X. This impacts the dwell-time, and thus the dynamics of both (a)
and (b), and leads to stronger dependencies than those obtained from non-MT analyses.

Keywords: Scrape-Off Layer (SOL), Balance-of-Plant (BOP), Fuel Cycle, Systems Code, EU-DEMO

1. INTRODUCTION & BACKGROUND

Systems Code are fundamental tools in Fusion Energy research that allow for parameter space exploration and evaluation
of technology integration through parametric studies [1]. Many Fusion Systems Codes (FSCs) focus on reactor design to
identify relevant systemic dependencies, and a few target design of Fusion Power Plants (FPPs) (e.g. [2–6]). However, current
state-of-the-art SCs of the latter type model each plant system operating within its own inherent timescale and neglect the
dynamic interdependence between them at the power plant level. That is, these implementations can be arguably classified as
Reactor Design Codes (RDCs), some with post-processing modules for auxiliary plant systems, instead of true Plant Design
Codes (PDCs). The development of PDCs could be used to study, for example, how the length of the dwell-time may impact
the dynamics of both the power and fuel balances of a FPP (e.g. [7, 8]). Instead of a fixed assumption for the time of dwell,
e.g. 10min, the calculation of the Central Solenoid (CS) recharge and pump-down times, consistent with reactor design, could
be coupled with Balance-of-Plant (BOP) and Tritium Plant (TP) models. Preliminary analyses show that such studies may
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reveal unexpected parametric dependencies never reported in literature. Examples include dependencies between the ejection
velocity of plasma filaments to the Scrape-Off Layer (SOL) and the net power production of the plant, or between the design
temperature of the First Wall (FW) and aspects of tritium self-sufficiency.
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FIG. 1. Schematic view of fusion power pro-
duction in a tokamak-based FPP in different
timescales (top to bottom: plasma, pulse, op-
eration) and the potential impact of different
plant systems.

In other words, Multi-Timescale (MT) FSCs are needed. To fill out
this gap, the development of a strategy to convert current RDCs into
PDCs has been proposed as part of a multi-year project [9–12], which
could potentially increase the utility of codes already available. Candi-
date strategies can be tested on an existing RDC, and representative para-
metric analyses of an FPP concept can be used to illustrate the importance
of pivoting current FSCs into PDCs. A promising candidate foresees
the introduction of a methodology to categorize FPP systems in one of
three timescales relevant for MT analyses, as shown in Figure 1. The (a)
Plasma timescale represents the characteristic time in which plasma dy-
namics evolve [13], which is crucial to characterize the reactor. The (b)
Pulse timescale is inherent to tokamak design and mainly impacts the net
power production of the plant [14]. The (c) Operational timescale com-
prises in collections of pulses and majorly impacts fuel self-sufficiency
and availability of a FPP [15].

Following work previously done at the Karlsruhe Institute of Tech-
nology (KIT), the multi-fidelity MIRA code [16] has been chosen to test
this candidate strategy. Converting MIRA into a PDC requires adapting
some of its existing models as well as developing new ones. Its Reac-
tor module (RCM) includes a coils characterization model that is able to
estimate the CS recharge time, but a zero-dimensional (0D) model for
the SOL physics that neglects (power and mass) fluxes due to charged
particles on the FW. This prevents the calculation of outgassing from
chamber walls during the dwell, which is arguably the effect that domi-
nates pumping dynamics and determines the time required for pump-down (∆tPD) [17]. Its BOP model is based on conversion
efficiencies only, and lacks a thermodynamic framework to enable estimation of transient effects. No TP model is currently
present. For these reasons, the following steps are required:

— the implementation of new transport models in the RCM to represent (a), for particles both in the SOL (for the calcula-
tion of chamber wall loading by plasma particles), and in condensed matter (for the outgassing of those walls);

— the development of a Power Cycle module (PCM) to represent (b), for the calculation of power and mass balances in
the BOP and other systems associated with electricity production;

— and the development of a Fuel Cycle module (FCM) to represent (c), for the calculation of mass balances in the TP and
other systems associated with fuel (i.e. tritium) production.

A final Time Control module (TCM) is also foreseen to couple all three timescales and enable plant-wide systems-level anal-
yses. The goal of this work is to describe the modeling approach applied for the first, and report on preliminary results of
the RCM for ∆tPD . The simulations presented here refer to the Helium-Cooled Pebble Bed (HCPB) variant of the European
DEMOnstration Power Plant, 2017 Baseline (EU-DEMO), with an indirect BOP.

2. METHODOLOGY TO COMPUTE ∆tPD

The new transport models developed for the RCM allow a FSC to estimate the ∆tPD . To that end, particle fluxes into the
chamber walls during the flat-top must be computed, to allow for a subsequent calculation of the effusion fluxes out of the same
walls during dwell. Modeling of SOL heat fluxes can be used to estimate their associated particle fluxes, so Subsection 2.1
presents the methodology to calculate both using the results of a confined plasma equilibrium and transport code, such as
MIRA enhanced with PLASMOD [18]. Subsection 2.2 then presents how these fluxes are subsequently applied in a code to
compute double-population transport of hydrogen isotopes in metals (TESSIM-X), to estimate wall effusion, and the resulting
pump-down dynamics.



T. POMELLA LOBO and I.A. MAIONE

2.1. Modeling SOL fluxes
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FIG. 2. Diagram of the steady-state power balance and
distribution between Scrape-Off Layer (left) and deposi-
tion on wall systems (right). Power crossing the sepa-
ratrix (dashed black curve) is carried by neutrons (grey
boxes), photons (purple boxes) or charged particles (or-
ange boxes). Deposition starts at the First Wall (FW)
(green curve) and at the Divertor (Plasma-Facing) Units
(DU) (red curve), and extends to further components be-
yond.

Figure 2 depicts a recurring systemic approach applied
in literature to estimate heat fluxes in the SOL and their de-
position on different systems that interface with the plasma
[19, 20]. It relies on a steady-state representation of the
transport and power balance between the confined plasma
and the regions between the separatrix and the walls. The
balance is computed for different contributions crossing the
separatrix: carried by neutrons (Ψ̃sep

n ), photons (Ψ̃sep
γ ) and

charged particles (Ψ̃sep
q ). Neutronic power presents mostly

volumetric deposition, and is thus a concern for Breeding
Zone (BZ) and Divertor Cassette (DC) design. Photonic
power presents superficial deposition, but its distribution is
mostly isotropic and altered by source distribution in the
confined region. Charged particles power is the one most im-
pacted by SOL dynamics, and is generally sub-divided into
three channels after experimental observation of two main
deposition regions: the Near-SOL (NS) and the Far-SOL
(FS).

Power deposited in the NS is mainly attributed to con-
fined particles diffusing through the separatrix and following
magnetic field lines until encountering any reactor wall seg-
ment. These carry a significant portion of the charged parti-
cle power and end in a relatively narrow portion of the cham-
ber walls. To comply with technological constraints such as
the Divertor (DV) challenge coefficient, impurity seeding is
usually assumed necessary, to convert part of the power car-
ried by these particles into an additional radiative contribu-
tion (Ψ̃NS

γ ), and reduce the actual power carried by charged
particles (Ψ̃NS

q ) [21]. Power deposited in the FS (Ψ̃FS
q ), on

the other hand, is generally attributed to turbulent processes
in the confined region, predominantly the ejection of ”blobs”. Such plasma filaments are coherent structures created within
the confined region that propagate into and across the SOL due to

−→
E ∧

−→
B drift, deforming along the way. Their transport is

considered the main culprit of power deposition in the FW due to charged particles. And in fact, the turbulence that originates
blobs can create large density fluctuations, which means that the blob population can contain significant fractions of the total
flow of particle exiting confinement [22].

Characterization of NS heat fluxes is usually achieved with empirical laws such as the Eich scaling [23, 24]. The expression
dependency with the radial distance (d) is measured from the separatrix up to the wall, at the reactor midplane. This distribution
needs then to be mapped to the points of contact of the field lines with the walls, since the magnetic field is expanded there
to reduce the Γ̃NS

q and comply with heat removal technological capabilities [25]. By assuming that all particles escaping
confinement towards both SOL regions have the same average energy per particle, the total charged particle flow across the
separatrix (Ψsep

q ) can be split using the same coefficients applied to the heat distribution in the SOL. Furthermore, with
the charged particle flow in the NS (ΨNS

q ), the charged particle flux in the NS (ΓNS
q ) can be estimated by using the same

dependency applied for the heat fluxes and field mapping between the midplane and chamber wall:

Ψsep
q =

ΨNS
q

κNS
γ + κNS

q

=
ΨNS

q

κNS
q

(1)

Γ̃NS
q (d) =

Ψ̃NS
q

2 · π ·Rp · λNS
· e

− d
λNS =⇒ ΓNS

q (d) =
ΨNS

q

2 · π ·Rp · λNS
· e

− d
λNS (2)

Characterization of FS heat fluxes, on the other hand, is a bigger challenge. Empirical laws for this region are notoriously
difficult to be developed and validated [26] and first-principles modeling usually requires considerable computational power
[27]. For these reasons, a dedicated study was previously performed to develop a surrogate model of the TOKES code, that
applies a palliative approach by modeling plasma filaments with simplified fluid-dynamics. It achieves this computing the
evolution of plasma parameters inside filaments after ejection, and re-normalizing the heat and particles deposition due to a
single blob with respect to Ψ̃FS

q and ΨNS
q , assuming it an average representative of the blobs population [28]. The results of

that study and its optimized surrogates can be found elsewhere [29].
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2.2. Modeling chamber wall outgassing

Coupling of the diffusion trapping code TESSIM-X to MIRA allows for the calculation of effusion fluxes, in a similar
manner to previous similar studies [8, 30]. The model is run for a loading phase equal to the flat-top duration, and diffusion is
recorded for ∼2000 s after that. Pure gas loading is not considered; instead implantation of energetic ions is imposed on a first
2mm tungsten layer adjacent to a second 10mm iron layer, that represents EUROFER97. Implantation is modeled as a source
term in the first layer, with a Gaussian distribution. Depth and standard deviation are quickly calculated for both deuteron and
triton fluxes using logarithmic and polynomial curves fitted from results of the SDTrim.SP code (all statistic R2 > 99%). The
same is done for reflection coefficients (both R2 > 92%). Diffusion parameters are taken from recent literature for tungsten
[31] and EUROFER97 [32]. Trapping parameters are taken from models that consider irradiation, both for tungsten [33] as
well as EUROFER97 [34, 35]. The mean energy of implantation ions is currently assumed 100 eV [36], while more precise
models for recycling and charge exchange in the SOL are not implemented. The surface temperature is currently assumed
800K, with gradients of 1Kmm−1 and 20Kmm−1 for each layer, but will be taken from the PCM in the future [12].

Different positions along the reactor chamber wall exhibit different particle fluxes, so TESSIM-X is run for multiple
positions along the wall. Flux values are ”sampled” from the complete poloidal profile of particle fluxes, in such a way that
values are representative of the range of values computed by the SOL transport model(s). This is done with an adaptive
Cumulative Distribution Function (CDF) implementation that separates particle fluxes in (logarithmically-spread) bins, and
increases sampling probability in profile sections that have flux values more frequently registered in the profile. Since each
flux value must be applied in a separate simulation, TESSIM-X is coupled to MIRA as to enable parallel computation, in
the interest of speed. Each simulation provides effusion fluxes from the wall during the dwell period, as a function of time.
The results of all simulations are collected to build an interpolation model that enables the estimation of effusion fluxes on all
positions along the wall. Since effusion exhibits logarithmic dependency with multiple parameters, the interpolation model
is built on the logarithm of simulation results. The interpolation model is then applied to compute a toroidal integral and
determine the total effusion flow due to outgassing (Ψout) from the complete reaction chamber. Integration is repeated for
each time step, and applied with the spline method to reduce numerical errors induced by the interpolation.

This effusion flow in function of time can then be utilized to estimate the time required for pump-down (∆tPD) by evolving
the equation:

V · d

dt
p+ Spump · p = Ψout(t) (3)

dependent on the chamber volume (V ) and the effective pumping speed (Spump). The former is computed by toroidal revolu-
tion of the chamber wall cross-section area, while the latter is currently assumed 100m3 s−1. Chamber pressure (p) during the
dwell is assumed to start at 1Pa, and the target to be reached before a new pulse is set at 5× 10−4 Pa [17]. The full pressure
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(a) Magnetic field (blue arrows) and poloidal flux surfaces (coloured
lines). Transport phenomena of interest occur in the SOL (red re-
gion, approximated). Letter labels (in red) indicate points of interest
along the walls: lowest inboard (i) and outboard (o) points, as well
as the wall point closest to the upper (ex-vessel) X-point in the mag-
netic saddle (x).

(b) Visualization of the paths taken by midplane parti-
cles diffusing in the NS, projected onto a 2D tokamak
cross-section. Paths calculated at both inboard (blue)
and outboard (red) of the reactor are limited by grid
precision, which explains the space unfilled by stream-
lines between the separatrix and the colored paths.

FIG. 3. Magnetic configuration in a flat-top snapshot computed by MIRA, depicting the separatrix (dashed line)
and chamber walls (black curve), and the resulting paths that determine Near-SOL (NS) wall deposition profiles.
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evolution in time is recorded to also fit an exponential dependency, in such a way that a pump-down characteristic time (τPD)
may also be computed. This is intended to later couple these dynamics with the FCM [9].

3. PRELIMINARY ∆tPD RESULTS AND DISCUSSIONS

3.1. Heat and particle fluxes in the SOL due to charged particles

Figure 3 illustrates the methodology presented in Subsection 2.1 to estimate the NS heat and particle flux deposition
profiles on the reactor chamber walls. Figure 3a depicts the the magnetic field, poloidal flux and chamber wall maps produced
by MIRA, that are the starting data for applying the new SOL model. Walls are represented by a single contour, although
different segments belong to different systems. Assuming an axyssymetric 2D representation, Limiters (LMs) are neglected
and only the Breeding Blanket (BB) and the DV are depicted. In counter-clock direction: the DU is defined between the lowest
inboard (i) and outboard points (o); the FW is defined in its complement, passing though the segment closest to the upper
X-point (x).

The same contour can be seen in Figure 3b, which also shows the flight-paths calculated for test particles starting at the
mid-plane level (Z = 0) until they reach the walls. These paths are only a 2D projection on the R×Z plane, and hide the fact
that particles also travel in the toroidal direction, roughly at a ratio determined by the safety factor (qs(r) = r·Bt(r)/R·Bp(r)).
The streamlines associate points at the mid-plane with points at the wall, which defines a mapping for the deposition of NS heat
and particle fluxes. Lines starting close to the separatrix at the mid-plane connect to points close to the separatrix strike-points
on the wall (black dots). The points of connection of lines are spaced farther apart on the wall then their starting points on
the mid-plane. This implies that the exponential distributions for heat and particles given in Equation 2 become spread onto
segments of larger width, which is captured by the model. This translates into larger surface areas in the full 3D toroidal
geometry, reducing fluxes at the walls. However, the first 20% of the mid-plane space between the separatrix and the walls are
skipped in the calculation of streamlines because of the limited precision of the magnetic grid applied in the construction of the
NS and FS models. This limitation reduces the resolution of the calculated fluxes, and is a known challenge for simplified SOL
models [25]. It can be potentially improved with a refinement of the mesh built by MIRA’s magnetic equilibrium model, but
the current results are not considered detrimental in the framework of FSCs because of their goal of (fast) systemic analyses,
instead of (computationally intensive) dedicated wall design.

The success of the model is further demonstrated by the superposition of NS and FS deposition profiles, shown in Figure 4.
The profiles depict both heat and particle fluxes along a wall coordinate measured in the counter-clockwise direction, starting
at the lowest inboard point (label i in Fig. 3a). The figure focuses on the highest flux values of both profiles to increase
visibility, so lowest values are not represented, such as the lack of deposition in the private area of the DV (region between 0m

to 5m) due to the NS transport model neglecting collisions. The highest deposition values are observed close to the separatrix
strike-points, including heat fluxes between 1MWm−2 to 10MWm−2. Values are compatible with the estimates produced

i xDU FWo

FIG. 4. Superposition of NS and FS poloidal profiles for both heat (red) and particle (blue) fluxes. The same labels
(black letters) as seen in Fig. 3a are used to distinguish wall sections of the DU and FW. Profiles are measured
along a generalized wall coordinate that rotates in counter-clockwise direction, starting at the lowest inboard point.
Representative values of the particle flux profile (white circles) are obtained through an adaptive CDF sampling
approach (vide Subsec. 2.2) and are used to run TESSIM-X and characterize the effusion flow during pump-down.
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(a) Outgasssing (un-loading) effusion fluxes simulated by
TESSIM-X for different (loading) particle fluxes sampled
along the wall (vide Fig. 4), ordered by magnitude.

(b) Effusion flow (blue) obtained through toroidal integration of
the effusion fluxes model produced with the results shown in
Fig. 5a, and subsequent pump-down dynamics (red).

FIG. 5. Results of TESSIM-X simulations and subsequent calculation of pump-down dynamics.

by the previous 0D model of MIRA for the SOL, that enforced a heat flux in the DV targets of 10MWm−2 to calculate the
required argon seeding for detachment regime [18]. However, the new model overestimates the heat flux at the inboard because
of the narrow width of the deposition region for the first 20% of the power distribution (i.e. due to the low resolution of the
magnetic grid, vide above). For wall coordinates above 5m, all deposition values are predicted by the FS model. Power and
mass balance checks performed independently in each SOL region verify conservation, so the combined profiles are considered
sufficient to fully characterize the charged particle flows in the SOL.

3.2. Effusion fluxes and pump-down dynamics

Figure 5 shows the results of running fourteen (parallel) TESSIM-X simulations using the particle flux values sampled
from the profiles of the SOL model, and their subsequent use in calculating the pump-down dynamics. Samples include
extremes of the range of values that the particle fluxes assume, after neglecting null fluxes (not depicted in the logarithmic
scale applied in Fig. 4). The adaptive CDF algorithm is able to properly distribute sampling across the profile, but increases the
density of sampling around most common values (i.e. peaks and vales exhibit fewer samples than plateaus). Figure 5a shows
the outcome of the outgassing simulated by TESSIM-X for each sample. As expected, high (loading) particle fluxes lead to
high (un-loading) effusion fluxes from the wall. Similarly, low profile values lead to low effusion, with a roughly logarithmic
progression between model inputs and outputs. This suggests the logarithmic-interpolation approach is sufficient to estimate
the results of TESSIM-X for wall points between samples.

Figure 5b shows the total effusion flow expected in the reactor chamber after toroidal integration of the effusion fluxes es-
timated by the logarithmic-interpolation model. The flow is converted to (Normal) Pam3 s−1 to match literature on tokamak
pumping technologies. The pump-down dynamics are evolved (vide Eq. 3) until the target pressure is reached, and the time
since the start of dwell (tend) is measured to determine the minimum time needed between pulses to evacuated the chamber
(i.e. ∆tPD). Results match current literature expectations for walls in pristine (i.e. un-damaged) conditions [37]. The expo-
nential fit to the evolution of the pressure decrease provides the characteristic time marked as τ (in other words, τPD), for
future coupling with a fuel balance model. Both results indicate the methodology proposed is a viable approach to introduce
an estimate of the pump-down dynamics into a FSC.

4. OUTLOOK

The methodology introduced in this work is demonstrated to be sufficient for producing systemic analyses in the frame-
work of FSCs. With the new model at hand, parametric analyses are under way to identify relevant dependencies between
technological aspects of different FPP systems. To that end, the following steps are foreseen in the fully coupled code:

— implement a simplified materials model to modify the inputs provided to TESSIM-X and also represent damaged con-
ditions for the walls, instead of only pristine conditions;

— forward ∆tPD to the transient thermodynamic model of the PCM, and retrieve the wall temperatures calculated for the
FW to modify the inputs for TESSIM-X simulations;

— forward ∆tPD and τPD to the transient fuel balance model of the FCM and estimate impact to fuel (tritium) economics.
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FIG. 6. Tritium accumulation in storage as a function of
operational time of a FPP. Comparison between asymp-
totic accumulation rates of: steady-state model (black
dashed line), transient model decoupled from systems
modeled in other timescales (blue dotted line), and tran-
sient model run using the MT candidate strategy (blue
continuous line).

Figure 6 shows a preliminary parametric study using
the FCM when applying trapping parameters that represent
more realistic conditions for the reactor chamber walls. It
confronts the tritium accumulation rate in the fuel storage
of the TP when assuming a 10min dwell period, against
the rate expected for a 15min dwell period. The foreseen
implication is a lower accumulation rate, which implies in
longer doubling times, among other consequences. The fully
coupled code is expected to be applied to perform numer-
ous such studies and reveal design-relevant dependencies
through extensive sensitivity analyses.
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