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3.2. Physical insight from transmutation calculations

Calculations of transmutation rates, computed via suitable 
inventory codes using the latest nuclear reaction data libraries, 
can provide valuable predictions of composition changes, 

radioactivity, gas production, damage rates, and more, induced 
in a material exposed to the high neutron fluxes expected in 
future fusion power plants. In particular, information about 
the time-evolution in chemical composition, including gas  
production, is an important starting point when predicting 
changes in mechanical, structural, and thermodynamic 
behavior of irradiated reactor components. This is par ticularly 
relevant in nuclear fuels, which undergo high rates of trans-
mutation, both in- and out-of-reactor conditions, where 
understanding the materials chemistry as a function of time is 
essential to predict performance and decay behavior. Modeling 
efforts aimed at simulating fuels microstructural evolution by 
tracking the chemical composition with time, i.e. incorpo-
rating transmutation input from nuclear data libraries, have 
been carried out with relative success [91–93]. The inclusion 
of transmutation chemistry in models of nuclear structural 
materials evolution is scarcer. As it relates to tungsten, Gilbert 
et al have shown that transmutation must be integrated into 
reliable models of fusion power plant performance, and—to 
this end—they have performed a series of calculations using 
updated nuclear data libraries [94]. For example, figure  11 
depicts a time sequence of composition snapshots for pure 
W under the neutron irradiation environment predicted for 
the outboard equatorial first wall of a conceptual design for 
DEMO—specifically one based around a He-cooled pebble-
bed breeder blanket (see [95], and figure 1 in [96]) for more 
details). The evolution in composition was calculated using 
the FISPACT-II inventory code [97] with the TENDL-2014 
[98] nuclear data libraries. The composition at a particular 

Figure 10. Increase in Vicker’s hardness and change in tensile 
fracture stress for HFIR neutron irradiated single crystal tungsten. 
Hardness measured at ambient temperature. Tensile fracture stress 
measured near irradiation temperature [90].

Figure 9. Irradiation phase diagram corresponding to neutron irradiated W in HFIR [90].
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hardening contribution of dislocation loops is computed by using
FKH model and the dispersed barrier hardening model is used for
other defects' hardening contribution. The individual hardening
contribution of different defects were then integrated by using the
root-sum-square superposition law. The comparison of the exper-
imentally measured Vickers micro-hardness and the combined

model predictions is shown in Fig. 6. It is evident that the appli-
cation of the FKHmodel to the cases having dislocation loops as the
dominant hardening source (hollow data points in Fig. 6) signifi-
cantly underestimates the hardness increase in comparison with
the results obtained from the dispersed barrier hardening model as
shown in Fig. 4(a). Therefore, the FKH hardening model is inap-
propriate in the present study on irradiation hardening of neutron-
irradiated tungsten.

In the present study, a linear relationship between observed
microstructure and the measured hardness was obtained based on
the dispersed hardening model. The linear expression was also
applied in previous studies on irradiation hardening of neutron
irradiated tungsten and its alloys [16,21] except that the coefficient
is different, expressed in the form of,

DHV ¼ 6ambðNdÞ
1
2 (5)

with Hv and sy in MPa. The equation used in these studies was
originally described in Ref. [45]. When converting the critical shear
stress, which is required to move dislocations through a field of
obstacles, to an equivalent uniaxial tensile stress, a coefficient of 2
was used. However, Stoller and Zinkle [28] pointed out that the
conversion factor of 2 is not right due to the inappropriate appli-
cation of the Tresca yield criteria and concluded that the Taylor
factor with a value of 3.06 is the correct parameter. Therefore, the
barrier strength factors used in previous studies are overestimated
by ~1.6 times the values used in the present study. In Ref. [21], the
barrier strength factors of dislocation loop and void are set to be 0.2
and 0.6, respectively, without considering the size dependence. In
order to obtain the same hardness predictions by using the cor-
rected equation, Eq. (5), these values must correspondingly be
modified to 0.12 and 0.38, respectively, which are close to the a
values used in the present study for dislocation loops (a¼ 0.15) and
large voids (a ¼ 0.4) with a diameter greater than 4 nm. Typical

Fig. 5. Radiation-induced hardening contributions due to different measured defects based on the linear superposition of the dispersed barrier hardening model for the samples
listed in Table 2. The x- and y-axes are not linear scaled.

Fig. 6. Comparison of experimentally measured Vickers hardness increase and the
combined hardening model predictions (dispersed barrier hardening model and FKH
model) by using the root-sum-square superposition law. The hollow data points
indicate the cases which have significant difference compared to the same conditions
shown in Fig. 4(a).
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were seen for the implantation conditions. (Full details of TEM of
the damage accumulation mechanisms will be the subject of a fu-
ture report.) The area density was averaged over four equivalent
g = 200, 3g weak beam dark field condition micrographs. For each
sample the foil thickness was extracted from an EELS (Electron En-
ergy Loss Spectroscopy) spectrum using the log-ratio method [43].
The volume number density was calculated from the area density
and foil thickness; data are shown in Table 1. In pure tungsten
at 0.4 dpa and 1.2 dpa little difference was found in the loop
volume density: 5.7 ! 1022 m"3 and 2.16 ! 1022 m"3 respectively;
at 33 dpa a small increase to 1.61 ! 1023 m"3 was found. No signif-
icant differences in loop volume density were found between the
pure tungsten and the W-5 wt%Re at the low doses (approximately
8 ! 1022 m"3 in each case). This corresponds well with the changes
in hardness seen in this material (saturation in hardness changes
occurs by 0.4 dpa). A similar trend is seen in the W–5 wt%Re alloy,
where the loop number density was found to be constant between
0.4 dpa and 1.2 dpa at 7 ! 1023 m"3 and the hardness changes had
saturated below 0.4 dpa.

Atom probe tomography results are shown in Fig. 10. The an-
nealed W–5 wt%Re sample shows a random solid solution. Little
difference is seen between the unimplanted material and samples
implanted to 0.4 and 1.2 dpa. However by 13 dpa clustering of rhe-
nium atoms is observed, as can be seen in the plot of the relative
rhenium concentration around each rhenium atom, where a value
of 1 indicates a random distribution. At 33 dpa it can be seen that
small clusters of 3 nm radius are forming. These clusters show a Re

concentration of 20–26%, which is close to the concentration of
rhenium in the r phase. This correlates well with the data pro-
duced by nanoindentation, where hardness is seen to plateau

Fig. 5. (a) Load vs displacement curve for two indents in UHP W at 0 dpa and 1.2 dpa. (b) Hardness as a function of depth for the same two indents showing an increase in
hardness in the ion implanted sample.

Fig. 6. Load–displacement2 (P–d2) curves for nanoindentations in W5Re, unim-
planted (0 dpa) and implanted to 13 dpa. Both curves show the same gradient at
large displacements but the curve for implanted material shows a larger gradient at
low values of displacement.

Fig. 7. Gradient (K) of P–d2 lines in Fig. 6 vs indentation displacement. At very small
indentation depths (less than 75 nm) the gradient is dominated by tip shape and
initial pop-in effects. At large indentation depths the two lines converge as the
properties of the unimplanted substrate material dominate. Data from between
100 nm and 200 nm show clear differences between the unimplanted and
implanted material: data from this range were used for evaluation of the properties
of the ion implanted layer.

Fig. 8. Relative increase in hardness as a function of depth for UHP-W and W5Re
implanted to 0, 0.07, 0.4, 1.2, 13 and 33 dpa. A maximum increase in hardness is
seen at 125 nm for all doses in both material types.
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Microstructure has changed though

Grain boundaries remain nearly unchanged

Nanoindentation testing was carried out using a MTS NanoXP
(Agilent, USA), with a Berkovich diamond indenter (calibrated
against fused silica) and using continuous stiffness measurements
(CSM). CSM allows the hardness and elastic modulus to be mea-
sured as a function of indentation depth without the need for run-
ning multiple load–unload cycles, by imposing a small AC signal
(1 nm at 60 Hz) on the load–displacement curve; for full details
see [39]. The implanted and unimplanted regions were identified
by means of electron backscattered diffraction (EBSD). Fig. 4 shows
a typical inverse pole figure (IPF) map (showing different crystallo-
graphic normals using a colour scale1) and image quality (IQ) map
as produced using OIM software (EDAX-TSL, AMETEK, USA). Whilst
there is no difference in the crystallography as shown using the IPF
map, the implanted and unimplanted regions can be clearly differ-
entiated using the image quality map. There is a sharp decrease in
the image quality in the implanted region. Grids of indents were
placed in both the implanted and unimplanted regions of selected
grains (at least 10 grains in each sample). Indents were made to a
maximum depth of 1 lm as this is significantly deeper than the
maximum implantation depth predicted by SRIM.

4. Results

Typical load displacement curves for implanted and unimplant-
ed pure tungsten are shown in Fig. 5a. Fig. 5b shows the hardness
as a function of depth for the same indentations; a clear hardening
for the implanted sample is observed. The plastic zone around a
nanoindent is complicated and its exact shape and size are difficult
to measure experimentally, meaning that it is difficult to deter-
mine when the measured hardness and modulus begin to be influ-
enced by the underlying unimplanted material [40]. Much work
has been done on evaluating thin coatings using nanoindentation.
However such studies have generally examined cases where there
is a significant step-change in material with depth; a hard coating
on a soft substrate or vice versa. These have found that generally an
indentation depth of less than 10% of the coating allows the coating
properties to be measured without undue influence from the
substrate [40]. For the ion-implanted layers studied here, this
approach is not feasible as the data from the first 25–30 nm depth
are heavily influenced by surface roughness, tip mis-shape and ini-
tial pop-ins. Hainsworth et al. [41] showed that for a uniform
material a plot of load vs indenter displacement squared (P–d2)
should be linear. McGurk and Page [42] have shown that in the

case of a hard coating on substrate the properties of the coating
can be deconvoluted from the influence of the substrate by using
an analysis of such P–d2 plots. By plotting the gradient against
the indenter displacement they showed the transition from the
indentation curve being controlled by the coating to being con-
trolled by the substrate can be identified by regions of differing
gradient. Fig. 6 shows a plot of (P–d2) for indents in both implanted
and unimplanted W–5 wt%Re. Using a least-squares fit method the
gradients of the lines were calculated and are plotted as a function
of indentation depth in Fig. 7. Below 75 nm it can be seen that the
data are dominated by tip shape effects and initial pop-in. Between
100 nm and 150 nm there is a clear difference between the unim-
planted and implanted materials, with the implanted material
showing a significantly higher gradient, corresponding to an in-
crease in hardness over the unimplanted material. Above 200 nm
the line for implanted material rapidly moves towards that for
the unimplanted material and by 400 nm no difference is visible.
Thus the average hardness was calculated at 125 nm indenter dis-
placement for each sample (the region of maximum damage as
predicted by SRIM), where there is minimum influence from both
tip shape effects and the unimplanted substrate. Table 1, Figs. 5b
and 8 show the increase in hardness as a function of implantation
dose for pure tungsten as measured using CSM. Outside the region
dominated by tip shape effects and initial pop-ins (below approx-
imately 75 nm) the hardness of unimplanted pure tungsten is
7.62 GPa. At a damage level of 0.07 dpa there is only a very small
increase in hardness of 0.25–7.97 GPa. Hardness rises significantly
at 0.4 dpa to 8.45 GPa. Above this, to damage levels of 33 dpa, there
is little further increase in hardness indicating the damage level is
saturated; the maximum value of hardness is 8.55 GPa.

The tungsten 5 wt% rhenium alloy initially hardens more than
the pure W, with an increase in hardness at 0.07 dpa of 0.79 GPa,
from 6.45 GPa to 7.24 GPa. Similar increases are seen at levels up
to 1.2 dpa (Table 1). At 13 dpa damage the hardness increase over
the unimplanted material is 1.35 GPa; finally there is a large in-
crease in hardness of 2.88 GPa at 33 dpa to a hardness level of
9.33 GPa. The hardness of the W–5 wt%Re alloy at 33 dpa is seen
to not have returned to the bulk value even at an indenter displace-
ment of 1000 nm, where there is still an increase in measured
hardness of 1.25 GPa, (the validity of this data was checked by
three repeat experiments).The very hard near surface layer is still
having a significant effect on the measured ‘‘composite’’ hardness
even at this depth.

Fig. 9 shows TEM micrographs of the damage accumulated in
each material in grains with a surface normal close to {001}. Visi-
ble damage was in the form of a mixture of 1/2(h111i) and
h100i prismatic dislocation loops of !2 nm diameter. No voids

Fig. 4. (a) Inverse pole figure and (b) image quality map produced using EBSD in W. The implanted region cannot be indentified using the IPF map but can be clearly seen in
the image quality map.

1 For interpretation of color in Fig. 4, the reader is referred to the web version of
this article.

432 D.E.J. Armstrong et al. / Journal of Nuclear Materials 432 (2013) 428–436

(a) Inverse pole figure and (b) image quality map produced using EBSD
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Figure 7. Wigner-Seitz analysis result of bulk system at (a) t = 1.0, (b) 1.5, (c) 1.8, and (d) 2.5 ps. In (b), symmetric spikes develop along
four ⟨111⟩ directions, one of which is not shown here because it aligns normal to the paper plane. Defect formation and migration energies
become the lowest along the ⟨111⟩ directions (tables 1 and 2) and defect cluster grows fast along these directions.

Table 1. Formation energies of interstitials and vacancies in DFT
[54] and molecular statics (MS) calculations.

DFT (eV) MS (eV)

Ef
v 3.21 3.63

Ef
I⟨111⟩

10.42 8.87

Ef
I⟨110⟩

10.68 9.62

Ef
I⟨100⟩

12.81 9.8

Ef
Iocta 12.90 9.98

Ef
Itetra 12.02 9.97

along the ⟨111⟩ directions and the structure almost recovers
its original configuration with small number of defects due to
active recombination events.

In the free-surface system, we observed that the number of
interstitials is much smaller than that of the vacancies andmost
interstitials are concentrated near the surface. If the PKA site
is close enough to the surface, sputtering is unavoidable and

atom loss due to mass transfer causes reduction in intersti-
tials. In addition, the free volume at the surface attracts inter-
stitials to release the compressive stress around them, and the
surface acts as a sink to the remaining interstitials and facil-
itates adatom formation [23, 33, 34, 39, 40]. Both sputter-
ing and adatom formation adversely affect the recombination
of vacancies and interstitials, and hence, the defect popula-
tion increases. These two mechanisms are attributed to the
characteristics of free surface and are responsible for slug-
gish point-defect annihilation. Stoller also reported these two
mechanisms but did not conclude which one is the dominant
mechanism [33].

In order to determine the dominant mechanism between
the two, the authors compared the numbers of remaining
vacancies and sputtered atoms. If sputtering is the responsible
mechanism, the number of sputtered atoms would be compar-
able to that of remaining vacancies and the interstitials would
be hardly segregated on the surface. Figure 8 shows these num-
bers as a function of PKA depth when the PKA projectile
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Figure 2. Left: defect yield (number of loops seen per incident ion) and average image diameter. Lines are to guide the eye. Right:
histogram of image sizes at different irradiation temperatures.

Figure 3. Comparison of black-white contrasts of dislocation loops obtained from irradiation experiment at 300 K and results of image
simulations using the TEMACI code [28, 29]. (a) TEM micrograph obtained from two-beam dynamical dark field condition, (g = 2̄ 1 1̄). (b)
sheared 1/2⟨1 1 1⟩ vacancy loop (red). (c) pure edge 1/2⟨1 1 1⟩ vacancy loops (blue). (d) ⟨1 0 0⟩ vacancy loop (yellow).
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Figure 9. The average size of visible defects at time t = 1 s, and the number of visible (diameter >1.5 nm) defects per cascade. Solid lines:
OKMC simulation of loop diffusion with elastic interaction included. Points: experiment (vacancy loops). The number of visible defects
seen experimentally has been multiplied by 5 to fit on this scale; justification for this adjustment of the absolute numbers is given in the text.

Figure 9 shows the size and number of (potentially)
visible defects with diameter >1.5 nm, with a comparison
to the experimental data. It is immediately seen that when
elastic interactions are included simulations well reproduce
experimental trends and scales. We compare other candidate
models in section 6.

The number of visible vacancy loops in the simulations
is approximately five times that seen in experiment, but the
trend in relative numbers is reproduced. It is the trend and
not the absolute numbers which is significant. The absolute
numbers of loops seen depend on a number of factors- a
sensitivity analysis reveals the most important factor is the
relative probability of generating vacancy loops versus voids
produced in a cascade, but also on the minimum size of a loop
deemed observable, the number of loops rendered invisible
in the TEM by meeting the g · b = 0 criterion [53], when
the diffracting planes are parallel to the displacement field of
dislocation loops and loops appear out of contrast, and on the
fate of loops between the time where one second has elapsed
and the point of experimental observation. These factors are
difficult to establish, so we have elected not to attempt a closer
fit at this time, but instead take the pragmatic approach of
generating what is most likely too many vacancy loops (though
still within a reasonable multiple) in order to improve our
statistics.

Histograms of the frequency of occurrence of loops of
different sizes are shown in figure 10. Here we see the clear
correspondence between the experimental observations and the
simulated results. At low temperatures we see very few large
loops remain to be observable, at intermediate temperatures
there is a peak in the distribution for loop diameters around
5 nm, and at high temperatures very few small loops are seen.

We have therefore made a direct link between the defect
size distributions generated in MD simulations and the defect
size distributions seen in experiment, using object Kinetic
Monte Carlo for the temperature dependent microstructural
evolution, with no parameter tuning.

6. Discussion of results

6.1. Comparison of elastic trapping to impurity trapping

Xu et al [41, 42] have performed OKMC simulations of the ir-
radiation of nanometer thick molybdenum foils under 1 MeV
krypton ion irradiation at low fluence. These simulations are
very similar in intent to ours, but use a quite different physical
model to explain the trapping of visible loops. In this sec-
tion we elucidate the significant differences between the two
models.

Xu et al cite the in situ TEM experiments of Arakawa et
al [54] analyzing the motion of prismatic dislocation loops in
ultra-high-purity iron. Arakawa et al found that the thermal
migration barrier of an apparently isolated loop was 1.3 eV,
significantly higher than that predicted by molecular dynamics
simulations (0.02–0.03 eV [55]). Experiment and simulation
agree the migration barrier should be independent of the size
of the loop. The answer for the discrepancy is that the loop
Arakawa observed in the TEM was dragging with it a Cottrell
atmosphere of impurities, predominantly carbon atoms. It is
important to note that this atmosphere had an experimentally
observable (seconds) timescale to form.

Xu et al use this observation to suggest a size dependent
thermal migration barrier for isolated loops. This they
empirically fit to match the experimental data. The migration
barrier for loop movement in molybdenum rises linearly from
0.1 eV for a loop containing 11 interstitials to 0.8 eV at 20
interstitials and 1.1 eV for larger loops. Though they offer
no physical justification for this model, we might suppose the
linear dependence of the barrier height on the area of the loop
suggests an increasing probability of capturing an impurity
atom as the loop size increases. The maximum barrier height
would then be determined by the loop-impurity interaction
energy, and the rise with loop area a function of impurity
concentration, foil geometry and observation time, derived
from the probability that a loop of size N defects hits an
impurity atom before the foil surface.
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“the largest loops to be predominantly of prismatic 
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Figure 11. (a) Wigner-Seitz analysis and (b) dislocation extraction
analysis (DXA) of dislocation structure in free-surface system with
PKA depth D = 6 nm at t = 75 ps in outward PKA projectile
direction. In (a), red and blue atoms are interstitials and vacancies,
respectively. The size of dislocation network is ∼4 nm.
b1 =

[
111̄

]
/2, b2 =

[
1̄11

]
/2, b3 = [111]/2, and b4 =

[
1̄11̄

]
/2.

each other, leaving a small number of defects. On the con-
trary, the free surface acts as an interstitial sink and inhibits the
recombination event of interstitials and vacancies. Although
sputtering contributes the formation of vacancy-type defect
cluster near surface by reducing the number of interstitials via
mass removal, it is not the main mechanism for the production
of a large number of remaining defects. The nonsymmetric
mobility of interstitials near the free surface is the main mech-
anism responsible for the large population of vacancies at
the sub-surface. These vacancies are clustered and develop
into extended defects of mobile ⟨111⟩/2, immobile ⟨100⟩, and
immobile ⟨111⟩/2 dislocations. We first report the formation
mechanism of immobile ⟨111⟩/2 dislocations near surface, in
which the vacancy dislocations of ⟨111⟩/2, originally glissile,
react to evolve into an immobile dislocation network which
contains a sessile component in it.

In this study, we focused on the damage by neutron irra-
diation in the vicinity of the surface in W, and would like
to leave the comment that the behavior of He is also import-
ant topic in order to understand the surface effect especially
in the context of nuclear fusion. Irradiation damage near the
surface of tungsten is known to be mainly caused by blis-
tering by He ions generated by the D-T reaction, and many
studies have been conducted to understand this phenomenon
[36, 57–60]. Although our study did not analyze the dir-
ect surface irradiation damage by He ion, still the know-
ledge obtained in this study can be extended and applied

to understand the irradiation damage in any nonsymmet-
rically structured systems such as micro-voids, cracks and
even grain boundaries, which affect the mechanical beha-
vior of PFM [12–19] and hence has vast implications in
PFM design.

Acknowledgments

This research was supported by the Nuclear Fusion
Research Program through the National Research
Foundation of Korea (NRF) (2014M1A7A1A01030141,
2017M1A7A1A01016221).

Data availability

The data that support the findings of this study are available
from the corresponding author upon reasonable request.

ORCID iDs

SangHyuk Yoo https://orcid.org/0000-0002-2087-4093
Keonwook Kang https://orcid.org/0000-0002-8428-8288

References

[1] Brooks J.N., Allain J.P., Doerner R.P., Hassanein A.,
Nygren R., Rognlien T.D. and Whyte D.G. 2009
Plasma–surface interaction issues of an all-metal ITER
Nucl. Fusion 49 035007

[2] Lackner K., Andreani R., Campbell D., Gasparotto M.,
Maisonnier D. and Pick M.A. 2002 Long-term fusion
strategy in Europe J. Nucl. Mater. 307–11 10–20

[3] Aymar R. 2002 ITER status, design and material objectives J.
Nucl. Mater. 307–11 1–9

[4] Sabathier C., Martin G., Michel A., Carlot G., Maillard S.,
Bachelet C., Fortuna F., Kaitasov O., Oliviero E. and
Garcia P. 2014 In-situ TEM observation of nano-void
formation in UO2 under irradiation Nucl. Instrum. Methods
Phys. Res. B 326 247–50

[5] De La Rubia T.D., Guinan M.W., Caro A. and Scherrer P. 1994
Radiation effects in FCC metals and intermetallic
compounds: a molecular dynamics computer simulation
study Radiat. Eff. Defects Solids 130 39–54

[6] Bacon D.J., Calder A.F., Gao F., Kapinos V.G. and
Wooding S.J. 1995 Computer simulation of defect
production by displacement cascades in metals Nucl.
Instrum. Methods Phys. Res. B 102 37–46

[7] Bacon D.J., Calder A.F. and Gao F. 1997 Computer simulation
of displacement cascade effects in metals Radiat. Eff.
Defects Solids 141 283–310

[8] Bacon D.J., Gao F. and Osetsky Y.N. 1999 Computer
simulation of displacement cascades and the defects they
generate in metals Nucl. Instrum. Methods Phys. Res. B
153 87–98

[9] Zhou W., Tian J., Zheng J., Xue J. and Peng S. 2016
Dislocation-enhanced experimental-scale vacancy loop
formation in hcp Zirconium in one single collision cascade
Sci. Rep. 6 21034

[10] Lazarev N.P. and Dubinko V.I. 2003 Molecular dynamics
simulation of defects production in the vicinity of voids
Radiat. Eff. Defects Solids 158 803–10

10



near grain boundary (GB)
Irradiation damages

Common Neighbor Analysis (CNA) showing non-BCC atoms

Grain boundary ~ a defect sink w/ finite capacity



Then what?
GBs absorb defects

• Possible scenarios 

• Diffusion inside GBs 

• Dislocations 

• Crystal growth  

• May be in the form of GB motion for small-area boundaries



Wigner-Seitz as implemented in popular tools
We need defect counts

Based on initial atomic positions

Interstit
ial

Initial state Final state

1 vac + 1 int



with a fictitious perfect lattice
W-S0

Volume-based



with a fictitious perfect lattice
W-S0



fails in polycrystalline structures
W-S0

Interstitials

Vacancy

Interstitial-vacancy pair FALSE detection

Translation of reference lattice hardly matters

Rotation matters!!

W-S cell 

(Primitive cell)



fails even for a clean GB
W-S

100 nm x 100 nm x 300 nm 
PKA Energy = 300 keV @ 823K 
PKA location =  1nm from GB

<100>

<111>

Vacancy Interstitial

Due to rotation and/or distortion of 
lattice around cascade residuals



CNA+WS

Interstitial loops

Vacancy Interstitial



CNA+DXA



in GB from those in bulk w/ defect type info?
How to separate defects

0 ps
defect count = 65,798

bcc <100>/<111>  

100 nm x 100 nm x 300 nm 

PKA Energy = 300 keV @ 823K

36.13 ps
Initial GB

<100>

<111> defect count = 70,170

CNA only tells you either crystalline or other



atom of interest
probe neighbor
common neighbors

CNA
Deep inside

Nevertheless, the 13-atom distorted Ti icosahedron has a
bond length span comparable to the perfect icosahedron as in
Table II, and the resulting distortion in the Ti clusters15 could
not reproduce the measured structure factor of liquid Ti.3 A
more significant D-ISRO is required to explain the liquid
structure factor.3,27 Compared to the perfect or distorted
icosahedron, fragmented pieces or defected forms of the
ISRO present in liquid Ti contain a substantial number of
shorter bonds as in the case of the clusters smaller than the
icosahedron !Table II" and hence lead to a significant distor-
tion in the SRO apparent in wide dispersion of bond lengths.
The bond-order effect is more significant for Ti than for Ni
and plays an important role in the distorted local order of
liquid Ti by lifting degeneracy in the band structure and
minimizing the band energy.27 This effect is evidenced by the
shorter atomic distribution of 2.64 Å in g!r" #inset of Fig.

2!a"$ than atomic diameter of 2.92 Å and crystal lattices
!bcc" 2.80 Å !Table II".

An increasing number of such short bonds in the super-
cooled Ti !Fig. 1" can be understood in terms of the stability
of the bonding or local softness:29

s!r" = % !!!r"
!"

%
T,v!r"

=
1

#"
&

"

"+#"

dE g!E" ,

where ! and g are the electron density and local density of
states !LDOS", respectively; " is the chemical potential at
given temperature T, and v is the external potential. To ex-
amine instantaneous bond characteristics with greater detail,
the local softness at the end of the simulation is studied
without loss of generality.30 A substantial amount of LDOS
right below the Fermi level, hence high softness of an atom,
indicates that the atom is susceptible to the perturbation and
considered to have weak bonds, as illustrated in Fig. 3!a"; the
opposite case implying relatively stable bonds is shown in
Fig. 3!b". The softness is roughly proportional to the shortest
bond length of each atom with some scatter #Fig. 3!c"$. This
relationship suggests that some atoms in the supercooled liq-
uid form a short bond, strong enough to overcome thermal
fluctuations. It is obvious that the stability and hence the
population of short bonds increase with supercooling. The
shortest bond of the atoms with low softness is significantly
shorter than any bonds in the icosahedron, and the resulting
bond length distribution around these atoms spans a wider
range than that of the ISRO !Table II". Thus, the local struc-
ture around these atoms necessarily has a different SRO than
the ISRO, causing the distortion in the supercooled liquid Ti.

TABLE I. HA bond-pair analysis of the liquid Ti and ordered structures obtained from ab initio molecular
dynamics calculations !see text". Type I pairs with less than 1% fraction are omitted.

Bonded
pairs

Stable
liquid

!2000 K"

Supercooled
liquid

!1700 K"

Ordered structure

bcc fcc hcp ISRO

1101 0.04 0.02
1201 0.12 0.08
1211 0.06 0.04
1301 0.07 0.06
1311 0.22 0.19
1321 0.09 0.09 0.71
1411 0.04 0.04
1421 0.07 0.08 1.00 0.50
1422 0.09 0.13 0.50
1431 0.11 0.14
1441 0.00 0.01 0.43
1531 0.01 0.01
1532 0.01 0.01
1541 0.05 0.07
1551 0.02 0.03 0.29
1661 0.00 0.01 0.57
2101 1.98 1.91 0.57 1.00 1.50 0.14
2201 0.14 0.10 0.21
2211 0.96 1.00 1.71 2.00 1.50
2311 0.10 0.10
2321 0.21 0.22
2331 0.23 0.30 0.17 0.71
2441 0.04 0.07 0.86 0.50 0.50

TABLE II. Calculated bond lengths for the bulk and isolated clusters !13-
atom icosahedra, trimer, and dimer" in titanium and nickel at zero tempera-
ture.

Structure

Ti Ni

Bond
length !Å"

Relative
to bulk

Bond
length !Å"

Relative
to bulk

Bulk 2.80 !bcc" 1.0 2.49 !fcc" 1.0
Icosahedron 2.60–2.73 0.93–0.97 2.32–2.44 0.93–0.98
Distorted
icosahedron

2.59–2.94 0.92–1.05 ¯ ¯
Trimer 2.27–2.38 0.81–0.85 2.21 0.89
Dimer 1.92 0.69 2.10 0.85

024711-3 Local structure of liquid Ti: Ab initio molecular dynamics study J. Chem. Phys. 129, 024711 "2008#

Downloaded 23 Jul 2008 to 163.180.138.21. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp

B. Lee et al. | JCP 129, 024711 (2008)



CNA goes beyond non-bcc

vacancy <111> DB <110> DB



with bond types
CNA



from GB
Crystal growth

0 ps
GB atoms : 3,771 
Bulk defects : 0

36.13 ps

CNA w/ bond type results

GB atoms : 3,686 
Bulk defects : 1,118

Front view

Side view



Barr et al., Sci. Adv. 8, eabn0900 (2022)     10 June 2022

S C I E N C E  A D V A N C E S  |  R E S E A R C H  A R T I C L E

2 of 13

boundary motion because their baseline structure is well understood 
for many different face-centered cubic (FCC) metals (19–25) in-
cluding Pt (26). Moreover, this type of interface is directly relevant 
to nanotwinned materials because the motion of {112} facets, which 
occurs more readily than that of {111} facets, is critical to the stability 
of these nanostructured materials (27, 28).

Prior electron microscopy experiments have already shown 
that ion irradiation can induce the motion of Σ3{112} facets in 
nanotwinned FCC metals (29–34). In contrast to these prior studies, 
which have concentrated on {112} boundaries forming 90° junc-
tions with {111} coherent twin facets, here we focus on boundaries 
consisting solely of nanoscale 120°-related {112} facets. Because the 
adjacent interfaces are all crystallographically equivalent, such a 
geometry is convenient for a targeted analysis of GB junction 
effects, as has been done previously to elucidate junction response 
to thermal excitation (35–37).

With the aid of time-resolved, in situ observations under condi-
tions of nonimplanting heavy ion irradiation (Au4+) combined with 
ex situ atomic resolution imaging before and after the irradiation, 
we begin to unravel the process by which such nanofaceted bound-
aries migrate under an irradiation flux. Atomistic modeling examines 
the critical role that facet junctions play in the migration process 
and helps to parse the relative contributions of the local atomic 
rearrangements due to ion strikes from the defect (interstitial 
vacancy) generation, damage cascade, and concomitant thermal 
event, often referred to as a thermal spike. Analysis of the electron 
microscopic observations provides insight into the defect content of 

the GB and its relationship to the intergranular misorientation and 
facet morphology. We discuss these results both in terms of the 
shorter-range processes leading to GB facet roughening and the longer- 
range mechanisms governing the coarser scale boundary evolution.

RESULTS
We begin by discussing our experimental observations of the 
structure of the faceted Σ3 boundary. After establishing the initial 
baseline structure of the interface, we then present in situ observa-
tions of the boundary evolution under heavy ion irradiation. Last, 
we compare our observations of the pre- and post-irradiated boundary 
to quantify the evolution of the facet structure and its connection to 
interfacial line defects present to accommodate coherency strains at 
the GB resulting because of its misorientation.

Our observations were conducted on a nanocrystalline Pt thin 
film. The thickness of this film was limited to 18 nm to enable suitable 
electron transmission for high-quality atomic resolution imaging. 
Figure 1 shows the faceted Σ3 GB investigated in this study and its 
surrounding environment of nanoscale grains. The imaging here was 
conducted using automated crystal orientation mapping (ACOM) 
and high-angle annular dark-field scanning transmission electron 
microscopy (HAADF-STEM). The as-deposited and thermally 
annealed film contains some scattered pore-like features (typically 
about 1 nm in diameter), which are visible as slightly darker regions 
in the HAADF-STEM images. The boundary of interest separates 
the two grains indicated at the center of Fig. 1 (A to C). Both these 

Fig. 1. The analyzed GB and its surrounding environment. (A) Automated crystal orientation mapping showing the grain orientations in the vicinity of the interface of 
interest. The boundary of interest separates the two indicated grains, labeled as A and B, at the center of image (B) and terminates at triple junctions [labeled TJ in (C)]. 
The boundary is faceted on Σ3 {112} interfaces that intersect at 120°. (D) High-angle annular dark field scanning transmission electron microscopy image showing structure 
at atomic resolution. (E) Atomistic model [embedded atom method (EAM)] for the ideal facet and junction structure. Fast Fourier transform analysis of the atomic resolu-
tion images [inset in (D)] shows that the grains are rotated by 3.2° from the exact Σ3 orientation.
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Irradiation damages
near GB ~ 1 dpa w/ 2.8 MeV Au4+
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its migration. A 104-s image sequence associated with damage 
levels increasing from 0.369 to 0.613 dpa is shown in Fig. 2 (i to vi). 
Although these dynamic images do not provide the clarity present 
in the 0° tilt images, it is still possible to observe a series of contrast 
features that appear and disappear in succession. Two radiation 
damage structures resulting from individual cascade events are in-
dicated by white arrows in Fig. 2 (ii and iv). These features occur 
near the GB, some within 5 nm of the GB segment or less. These are 
subsequently followed by contrast changes in the GB indicated by 
dashed circles in Fig. 2 (iii and v). This is especially evident in the 
sharp change in local GB contrast that occurs at 0.453 dpa within 
the segment of interest, which indicates a rapid evolution of the 
GB structure causing the net migration described previously. The 
evolution occurred in less than 0.14 s (as shown comparing Fig. 2, 
iv to v).

Following the in situ ion irradiation experiments, we again 
characterized the boundary at atomic resolution using HAADF-
STEM. Figure 3 (A and B) compares HAADF-STEM images of the 
boundary from before and after the irradiation. Besides the changes 
in the GB morphology itself, the irradiation has also modified other 
aspects of the microstructure, including forming new cavities and 
enlarging the pore-like features present in the initial microstruc-
ture, as can be seen in both Figs. 2 and 3. Previous studies (41, 42) 
have highlighted the complex interaction of pore-like features 
with GBs in the context of radiation damage, including the possibility 
of improved radiation tolerance due to the increased density of 
strong sinks. We expect that such pores will affect the quantitative 
kinetics of the defect interactions and boundary motion, but not the 
qualitative aspects of the mechanisms identified in this study.

To demonstrate more clearly the changes in the boundary mor-
phology, Fig. 3C overlays plots of the boundary profiles measured 

from montages of atomic resolution images collected before and 
after the irradiation (see Materials and Methods). Following irradia-
tion, the upper and lower side facets of the central convex feature, 
which protrudes into the right grain, have evidently broken into 
smaller segments that have migrated away from the protrusion. 
Overall, the predominant direction of facet motion is in the upward 
direction, resulting in a net motion of the GB to the right. This 
result is somewhat unexpected. Based solely on classical concepts of 
capillarity, one might have expected the protrusion to have moved 
leftward to reduce the total interfacial area. Although our measure-
ments do show a small net reduction in projected boundary line length 
(approximately 2.7 nm over the area analyzed; see Supplementary 
Materials and fig. S7), the boundary motion is clearly more compli-
cated than a simple reduction of the local curvature, suggesting more 
complex, longer-range interactions may also be important.

Our initial expectation from the lower-resolution video observa-
tions was that the facet motion would be accompanied by an overall 
coarsening of the facet length scale, as has been observed in previ-
ous studies for thermally evolving Σ3-faceted GB microstructures 
(43). To test this hypothesis, we measured the distributions of facet 
lengths in the pre- and post-irradiation profiles, as summarized in 
Fig. 4. Contrary to our initial expectation, the average facet length 
remains essentially constant, at about 2 nm in both the pre- and 
post-irradiation conditions. Because the boundary inclination is 
predominately aligned in the vertical direction (with reference to 
Fig. 3), the vertically aligned facets tend to be longer than the other 
facets. To ensure that this preferential alignment was not biasing 
our analysis, we also partitioned the facet length data to differen-
tiate between facets that are aligned with the general boundary 
inclination and those that are not. Here, too, there is little change in 
the facet length scales following irradiation: The average length of 

Fig. 3. Facet junction positions before and after ion irradiation in relationship to the interfacial disconnection content measured before irradiation. (A and 
B) The GB facets before and after irradiation. (C) Plots of the facet positions measured before (red) and after (blue) irradiation. The facets have primarily moved in the 
upward direction relative to their initial position. The green dots on the plot for the unirradiated boundary in (C) mark the midpoints between facet junction pairs around 
which Burgers circuits were constructed on higher magnification images. An example of a circuit map is shown in (D) for a facet-junction pair with b =  (a / 6 ) [1 _ 2 1]  = dΑ, 
referenced to the right crystal (grain B). The observed disconnections have Burgers vectors primarily composed of  (a / 6 ) [1 _ 2 1]  = dΑ, although other components arise 
where the average boundary inclination deviates substantially from  (1 _ 2 1 ) . 
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Moving Vs Flattening?
End of evolution scenario?

Kinetically limited Energetics driven 

(annealing?)

End of evolution Against 
energetics



to find optimum
GB energetics

• Nucleation 

• Crystal growth 

• Dislocations 

• Energetics 

• GB facet/surface energies 

• GB area



Is GB transparent  
to neutron irradiation?



Likely… as far as GB degradation goes

GB is a defect sink, and the source of other defects

It will be interesting to see how GBs do  

in the presence of transmutation and hydrogen



During irradiation
Remarks

• CNA seems promising for detections of various defects including GBs 

• Fine-tuning in progress 

• Irradiation may stabilize the microstructure? 

• GBs may realign to reduce energy penalty 

• GB energy reduction = grain growth?



Future outlook

K. Heinola et al. | Phys. Rev. B 82, 094102 (2010)Y. Shin et al. | unpublished
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