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MARTe2-MDSplus framework
MDSplus

Data management framework
MARTe2

Real-time control framework

- Generic MARTe2 objects can be defined as MDSplus devices in 
common environments/languages, such as Simulink, Python, etc. 

- An “instance” of the MARTe2 process is automatically created for 
pulse shots, saving the data and configurations as a MDSplus Tree.
- Used in ITER Neutral Beam Testing Stand, planned for DTT.

- Flexible, cross platform real-time 
execution environment

- Code quality / testing – MISRAC++:2008
- Based on MARTe used by existing 

tokamaks (JET, TCV, etc.)
- XML description

- Compute Modules GAMs
- IO GAMs
- DataSources

- Widely used in fusion community
- Hierarchal data management for 

experimental data integrating:
- Raw and processed data
- Machine configuration
- Shot related task management
- etc. 
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The Levitated Bagel

Elements of real-time control systems to incorporate:
- MARTe2 process managed through MDSplus
- Networked, modular system
- Controller designed in MATLAB Simulink
- Synchronous multi-rate computation
- Asynchronous event-based activities
- Controller switching
- MIMO scalability
- etc.

Magnetic levitation system as an emulator for fusion experiments 
to explore, test, and validate modern control methods.

Implemented a LQRi controller with Kalman Filter 
for tracking control of set reference trajectory 

Physical set up of the levitated bagel

Actuation Coil

Time-of-Flight 
Sensors (x4)

Power Supply
Magnet

Cameras (x2)
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System Diagram
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State space controller design
- Prediction-based LQRi controller with linear Kalman Filter
- Applied linearized state space model about initial position
- Discrete time step: 0.01 s (100 Hz)

Simulink model of the levitated bagel controller

Kalman Filter Prediction

LQRi Feedback
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Inputs:
- BAGEL_HEIGHTS
- LIFT_COIL_CURRENT
- SET_POINT
- PHASE

Outputs: 
- X_EST
- LIFT_COIL_DEMAND
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MARTe2/MDSplus Tree structure

HARDWARE:
- Devices and elements 
required in MARTe2 process

KNOBS:
- Tunable shot settings

SIGNALS:
- Defined operations on saved 
signals during shot.  

Synchronous Timebase

Model reference (.slb)

User-tunable 
Inputs/Outputs/Parameters
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Magnetic levitation

Measured data of magnetic levitation
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Example of magnetic levitation
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Vision-based Observer
1. Provide 6D pose estimation. 

Used as improvements on lower-dimension systems.

2. Simple example of data-driven methods. 
Decoupled from physics and can be developed in parallel.
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1. System set-up

2. Data acquisition/analysis

3. Model development

4. Real-time implementation

Position tracking

Modelling process

Human pose estimation Object detection

Images from:
https://stasiuk.medium.com/pose-estimation-metrics-844c07ba0a78

https://medium.com/@pedroazevedo6/object-detection-state-of-the-art-2022-ad750e0f6003
https://medium.com/@dcasadoherraez/introduction-to-visual-slam-chapter-1-introduction-to-slam-a0211654bf0e
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Model Development Process (1/4)

Controller
(Simulink)

Sensor
(Time-of-Flight)

MDSplus

MARTe2
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Plant

1. System set-up

2. Data acquisition/analysis

3. Model development

4. Real-time implementation
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Controller
(Simulink)

Sensor
(Time-of-Flight)

Camera

MARTe2

Plant MDSplus

Model Development Process (2/4)
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1. System set-up

2. Data acquisition/analysis

3. Model development

4. Real-time implementation
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Controller

Sensor MDSplus

Camera

Observer

O"line

MARTe2

Model Development Process (3/4)
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Plant

1. System set-up

2. Data acquisition/analysis

3. Model development

4. Real-time implementation
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Controller

Sensor

MARTe2

ObserverCamera

MDSplus

Model Development Process (4/4)
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Plant

1. System set-up

2. Data acquisition/analysis

3. Model development

4. Real-time implementation
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Camera infrastructure setup
2. Data Acquisition & Analysis 
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Camera 
parameters

Calibration
variables

Data

Camera tree structure

BAS_1

BAS_2

Camera configuration

BAS 1

BAS 2

Camera model: 
Basler acA800-200gm
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OpenCV ChArUco patterns
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2. Data Acquisition & Analysis 

Fiducial marker for commonly used in computer vision.
- Corner recognition of chessboard + Robustness of ArUco
- Identifies ID and position of inner corners of chessboard

- Utilized in camera calibration 
 → Compute intrinsic camera matrix, distortion coefficients

- Computes rotational and translational vectors in camera frame 
 → Define world reference frame with base stand.

Calibration images Defining world reference frame
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ChArUco-based pose estimation
2. Data Acquisition & Analysis 

Frame rate: 20 fps 
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Neural net model

Identifies location and ID of 
keypoints (inner corners). 

3. Model Development
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Refines subpixel location of 
corners from extracted patches.

Geometry-based pose estimation. 
(Same as OpenCV estimation method)

1. ChArUcoNet 2. RefineNet 3. solvePnP

Train on shot data Implement
pre-trained model

Algorithm-based 
operation
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ChArUcoNet details
3. Model Development
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Network architecture
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Keypoint locs:

(65	 ∗
𝐻
8 ∗

𝑊
8 )

Keypoint ids:

(10	 ∗
𝐻
8 ∗

𝑊
8 )

Model:

Based on SuperPoint VGG-style encoder with detector heads changed for purpose. 

Image:
1 ∗ 𝐻 ∗𝑊

 

𝐻 = 600	𝑝𝑥 
𝑊 = 800	𝑝𝑥 



14th IAEA TM on Control Systems, Data Acquisition, Data Management, and Remote Participation in Fusion Research

for list 
of shots

Training pipeline
3. Model Development
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MDSplus

per shot

1. Auto labelling

2. Model Training

OpenCV 
method

Record labels

Augment 
image + 

label

Record image and labels
in new shot

Generate 
Datasets Train Validate

1. Label magnet position 
with existing OpenCV 
ChArUco modules 
(rvec, tvec).

2. Augment images for 
generality/robustness.

1. Train and validate 
from datasets 
generated from shots.
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Auto labelling
3. Model Development
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OpenCV 
method

Record labels

Add noise, 
blur, 

lighting,etc.

Record image and labels
in new shot

Copy image

Add board 
to image

+
Add noise, 

etc.

COCO 2017 
Dataset

Generate board 
image and 

labels

Record image and labels
in new shot

Label Image

1
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Auto labelled datasets
1. Data image 

+ OpenCV estimated label
2. Augmented data image 

+ OpenCV estimated label
3. Generated image 

+ Generated label
MDSplus

Camera OBSERVER branch
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ChArUcoNet Training
3. Model Development

Dataset:

Compute keypoint locations and ids from rotation 
and translation vectors and add as sample.

Input:
List of shot numbers

For frames in shot:
Get rvec, tvec, 
camera_mat

Reproject board

Get keypoint locs & ids

Dataset:
Sample: {‘image’ : image,

                      ‘label’  : (locs, ids)}

Train
Validate

Model Training Details
Trained for 50 epochs (~40hrs)

Trained on NVIDIA A100
Image size 800 x 600
Training set  - (i)
(Original shots)

15,129 (21 shots)

Training set  – (ii)
(Noise-added shots)

15,129 (21 shots)

Training set - (iii)
(Augmented images)

16,000 (20 shots)

Training set 46,258 (62 shots)

Validation set 1,400 (2 shots)

Test set 734 (1 shot)

Get images
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ChArUcoNet performance
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3. Model Development

Inference Speed

CPU 0.7278 sec/frame (x 5.7)

11:49 (Total test set) (x1.7)

GPU 0.1275 sec/frame ( ~8Hz) 

6:55 (Total test set)

Metric ChArUcoNet OpenCV

PDK 95.44%

L2 0.32 px 

PEF 98.50% 
(723/734)

95.32%
(700/734)

Key Metrics
1. Percentage of Detected Keypoints (PDK):
Ratio of identified keypoints within 3 pixel distance from label.

𝑃𝐷𝐾 =
∑!"#$ 𝑏𝑜𝑜𝑙(𝑑! < 3	𝑝𝑥)

9 	∗ 100

2. Mean L2 error of keypoints (L2):
Average Euclidean distance between identified kepoints and label.

𝐿2 =
∑!"#$ <𝒙𝒊 − ‖@𝒙𝒊 &

9
	

3. Percentage of Estimated Frames (PEF): 
Ratio of frames with more than 3 identified keypoints.

𝑃𝐸𝐹 =
∑'"#
(! 𝑏𝑜𝑜𝑙(𝑃𝐷𝐾' > 0.33)

𝑛)
	 ∗ 100
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Deep ChArUco implemented with MARTe2
4. Real-time Implementation

MARTe2 implementation:
- Model inference becomes compiled to and implemented in C/C++

- Pytorch C++ API
- MARTe2 pyGAM exists but switching context (python ↔ cuda) for GPU needs to be 

resolved with Python GIL. 

Data transfer and hardware implementation:
- Need to handle large data packets in real-time

- Crop the image for faster rate around region of interest
- Lower frame rate

23

Multi-rate implementation with camera as slow, high accuracy 
observer and ToF sensors as fast, low accuracy observer

MARTe2 GAM to generalize deployment of 
neural net models with GPU inference
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Key Remarks

1. Robust management of data and configurations.
• High ‘yield’ of quality data used for training.
• Seamless use of data for code-based model development.

2. Efficient implementation from development 
• Training is essentially the same as inference.
• Switching Pytorch models like the Simulink models.

3. Modular, distributed system components 
• New components can be developed in parallel.
• Data from testing one model can be used for training another.

24

Model
(Simulation)

DatabaseReal-time
Control

MATLAB
Python
etc.

MDSplusMARTe2

Developing a high-fidelity model shouldn’t be an independent task 
but rather built on top of low-fidelity models with fast iteration.
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• Integrate vision based observer (MIMO multi-rate Kalman Filter, sensor fusion) 
• Nonlinear control (adaptive, sliding, etc.)
• Learning-based physics simulator
• Data-driven, modern control methods
• etc… 

25

Continue to build data-driven models and explore 
applications in modern control theory such as:

Future Steps
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Appendix 1 - State space model of the Bagel
1. Energy equation

2. Magnetic Energy

,

Apply linearization about initial position to Lagrangian.System model
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Apply function to 
Euler-Lagrange 

equation

Coil             Core

Governing law (Static Maxwell’s equation)

Magnetic vector potential Current Magnetic field

1. Magnetic vector potential of ring current

2. Magnetic field of ring current

3. Discretized model for coil

Appendix 1
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Appendix 2 - Prediction-based control within MARTe2

Controller computation sequence


