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2018 – first approaches

2019, 2020 – RPC modeling

Main activities since 2018:
• Design, development and prototyping of Remote 

Participation Center (RPC) model;
• Testing of interconnection with ITER networks, with 

respect to cyber security standards (VPN, firewalls and 
routing challenges);

• Investigation of the data transfer limits via existing public 
networks (reliability, speed accuracy, latency, volume 
dependence, public networks interconnections problems 
and etc.)

• Test of ITER remote participation interfaces (Unified Data 
Access servers, Data Visualization and Analysis tools, etc.). 
Access to experimental data.

• Exploring the administrative and technical boundaries of 
participation - What we can and cannot do remotely.

Remote Participation - Retrospective and background 
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RPC results demonstrated on previous IAEA TMs

Dr Igor Semenov and Co-authors, “RUSSIAN 

PROTOTYPE OF ITER REMOTE PARTICIPATION 

CENTER”, 12th IAEA Technical Meeting on Control, 

Data Acquisition, and Remote Participation for 

Fusion Research 13–17 May 2019

Oleg Semenov and Co-authors, “Approach to 

Remote Participation in the ITER experimental 

program. Experience from model of Russian 

Remote Participation Center”, 13th Technical 

Meeting on Plasma Control Systems, Data 

Management and Remote Experiments in Fusion 

Research, 5–8 Jul 2021

Denis Stepanov and Co-authors, “Remote 

Participation in ITER Systems Commissioning”, 

13th Technical Meeting on Plasma Control Systems, 

Data Management and Remote Experiments in 

Fusion Research, 5–8 Jul 2021
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Remote Participation Center - TODAY

More information:

Mr Denis Stepanov (ITER Organization)

Progress with Remote Participation 

Tools in ITER Control System
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Current activities - independent HMIs based on EPICS PVs
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Current activities – 3D visualization based on EPICS PVs
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Next step – scientific collaboration via RPC
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RF DA Main Remote Participation Center, Troitsk

Construction and commissioning – 2025-2026
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Russian Scientific Network for Fusion Research – Fusionspace.ru

3

Project was started in 2021 in scope of Russian Internal Fusion Program and prototype of common IT 

space for Fusion Research was created on the basis of Rosatom enterprises (TRINITI, NIIEFA,        

Project Center ITER, RFNC-VNIIEF) and Russian Academy of Science institutes (IOFFE, IAP, BINP). 

Main goals:

• access to accumulated knowledge in Russia;

• delivery of instruments and services for joint research in Fusion;

• modern, reliable and comfortable information access for scientific results in Russia;

• web-portal for science information exchange (scientific data, software repositories, codes and 

standards);

• participation in distributed experiments from any network point on any experimental machine;

• shared computing resources.

Current status:

1. Common scientific network is established in 13 research institutes in RF;

2. Software, Hardware and Infrastructure approaches are tested and approved;

3. Services and applications:

• Scientific workshops;

• Distributed experiments;

• Experimental Data Exchange.
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Population - 13 Fusion Research Centers united in one Network

10
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Remote Participation Centers – 13 centers created
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Joint laboratories – 12 data sources connected

Joint laboratory (SL) – a set of software and hardware resources necessary for the 
exchange of scientific data with information systems of the fusion research facility, as well 
as technical solutions.
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Software for scientific collaboration:

1. User coordination, control and searching platform.

2. Platform for inter-communication and scientific events (including integrated videoconference technologies).

3. Wiki–like storage on publications, news, information and etc.

4. Fully flexible search for anything inside FusionSpace.

Software for data exchange, processing and visualization:

1. Software for acquiring, transmission and storage of the scientific data of different formats and volumes. 

This data is received from joint laboratories and after standardization is stored in central storage in native 

and standardized formats. 

2. Software for analyses and visualization of experimental data, aimed on data in standardized FusionSpace

format:

• User application integration;

• Standard mathematical functions;

• Multi-user operation regimes;

• Data visualization tool with flexible settings.

3. E-Logbook for any exist and new device as service.

FusionSpace software products
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Basic scenario: from guest to verified user of FusionSpace
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User can fill in their profile 

information, like skills and other 

kind of info for  communication 

with other users on the 

FusionSpace

User profile
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News, WIKI articles and vector-based search
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Enroll process and online events via 

Russian Videoconferencing System

Events
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Services
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GLOBUS

TUMAN-

3M

Remote scientific experiments through FusionSpace

MIFIST 0

GDT
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Typical High Level Data Flow
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JSON
FITS

Binary 
*000

ROOT

TDMS

DAT
NeXuS

RMN

Time-Series, Multi-Dimensional + Metadata
for web-based multi-users analysis

Source Data - list of experimental data formats
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Data preparation - data extractors (with increased Data Ingestion Rate)
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FusionSpace Dashboards: Data Navigator
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FusionSpace Dashboards: Data Navigator Customization
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170m+ data point from source time-series

Data Granularity User Settings

High Data Granularity Low Data Granularity

As you can see we have a very high visual similarity of our charts just in 1-3 seconds!

Visualization of huge amount of data with LTTB implementation

LTTB (Largest Triangle 

Three Buckets) is a 

downsampling algorithm 

described by Sveinn

Steinarsson in his Master 

thesis that decimates your 

data while keeping its 

visual aspect.

Sveinn Steinarsson: Downsampling Time Series for Visual Representation // M.Sc. thesis, Faculty of Industrial Engineering, 

Mechanical Engineering and Computer Science, University of Iceland, 2013. 
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FusionSpace Dashboards: Charts Configuration
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FusionSpace Exporting data Capabilities

(HDF5, Parquet, CSV, Python and MatLab snippet)
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FusionSpace Advanced Data Search
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FusionSpace Metadata Inspection



30

While our source experimental 

data extractor push new data into 

columnar then logbook catch and 

aggregate this info for all user

(but users can create and 

comment impulse entries 

manually)

Logbook
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Designing Data Calc Flow

Create Custom Python-based Calc logic

Calculation Shifting

Our user can independently design a calc scenarios in the web 

interface from existing blocks or create their own calculation blocks. 

All calculations are saved in the columnar database, and the user 

can either manually run calculations on new data, or automatically

End-user Calculations
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1. User calculation starts.

2. Calculation Complexity Estimation 

Process.

3. Push python code and params to 

K8s cluster.

4. Get necessary image from private 

Docker.

5. Mounting, Running, Autoscaling. 

PROFIT!

As a result: we have calculated date in our columnar DB and user 

can interact with data via web-based UI or API

High Level Calculation Architecture
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Brokers

Storage

Infra TANK

Client

& Logic

Our development technologies
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1. Implementing features from our functional backlog (100+ new user requirements);

2. Integration with new experimental data sources in Russia;

3. Expand cluster for user calculations;

4. API and data access methods update based on user experience;

5. Expansion of our experience on partner infrastructure (ITER Organization, ASIPP and etc.) and 

world fusion installation connection (ITER, EAST, KTM), ensuring safe information interaction and 

user access;

6. Experimenting with simulations (ML-based approach);

7. Development of new processing and analyses tools (algorithms for mass processing of big data);

8. Students demo access, request for shot and other academic activities.

Short roadmap
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