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UKAEA development of the JADE tool for V&V of 

nuclear data and particle transport codes

Alex Valentine, Steven Bradnam, Dylan Wheeler + JADE development team

FENDL Consultants’ Meeting, 01.11.23
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Changing landscape for particle 

transport codes
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• MCNP is the reference transport code for fusion neutronics. It is heavily validated and well 
developed over the course of 40 years…

• Many patches for the code have been developed built on requirements for fusion neutronics and 
bugs that have been found. For most problems, it does what we want, and reasonably well.

• Alternatives to MCNP have emerged, particularly over the last ~10 years. UKAEA has actively 
investigated their potential application to fusion.

Investigation of alternative codes
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Motivation – Integrated engineering

• MCNP - single user, single site license is required, ~£1000 +. If running on computing network, 
system administrators are required to hold a license.

• In the design of fusion reactors, we need integrated multi-physics simulations capable of rapid 
exploration of a broad design space. Modern day advances in computing must also be 
harnessed. 

• The deployability and accessibility of OpenMC has allowed development of such tools -
UKAEA has developed AURORA code, coupling neutronics and thermal-mechanical FEA 
analysis (see https://github.com/aurora-multiphysics/aurora, H. Brookes et al.). Can be used for 
creating digital twins for test facilities – a key need for commercialization. 

AURORA: A Unified  Resource for OpenMC (fusion) Reactor Applications

Simulation of HCPB blanket concept Official

https://github.com/aurora-multiphysics/aurora
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Advanced modelling
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Advanced modelling
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**Personal view only of current status for application to fusion problems.
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JADE V-V tool
Extending the capability of the tool 
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The JADE tool for V&V 

Official8 [1] Davide Laghi, Marco Fabbri, Lorenzo Isolan, Raul Pampin, Marco Sumini, Alfredo Portone, Andrej Trkov, JADE, a new software tool for nuclear fusion data 

libraries verification & validation, Fusion Engineering and Design, Volume 161, 2020, https://doi.org/10.1016/j.fusengdes.2020.112075.

• JADE1 is an open source python based tool for the validation 

and verification of nuclear data libraries (see talk by D.Laghi).

• The windows application provides a set of computational and 

experimental benchmarks that are performed using MCNP for 

given nuclear data libraries, with extensive output for analysis 

and examination of results. 

• Recent application demonstration for JEFF-4T2 and FENDL-3.2.

• UKAEA have been contributing to the development of the tool 

with the following primary objectives:

➢ Develop a Linux compatible version

➢ Restructure JADE to include additional transport codes

➢ Develop workflow for submission in parallel

• For the initial proof of principle, we have been using the ‘sphere 

leakage’ computational benchmark included in the JADE. 

JADE: Sphere Leakage computational benchmark. 
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• Dependency handling is now managed by pip rather than conda:

➢ Re-configured as a command line tool that can be called 
with single command line argument, ‘jade’.

➢ Removed the dependency on conda, allowing any python3 
installation to be used.

• Windows-only packages have been removed.

➢ Alternative multiplatform packages were implemented where 
needed.

➢ As much as possible, retain original JADE functionality. Tool 
must be able to run on both platforms

Linux compatible version of JADE

Official11
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Description Folder Name OnlyInput MCNP Serpent OpenMC d1S Post-Processing NPS cut-off Custom Input

Sphere Leakage Test Sphere true true true true false true 1.00E+06 10

ITER 1D (by M. Sawan) ITER_1D false false false false false true 5.00E+07

Helium Cooled Pebbled Bed Test Blanket 

Module (1D)
HCPB_TBM_1D false false false false false true 1.00E+07

Water Cooled Lithium Lead Test Blanket 

Module (1D)
WCLL_TBM_1D false false false false false true 1.00E+07

C-Model R181031 rev190715 C_Model false false false false false false 1.00E+08

ITER Cylindrical benchmark for SDDR ITER_Cyl_SDDR false false false false false false 5.00E+08

Sphere SDDR SphereSDDR false false false false false false 1.00E+08

Computational benchmark additional options
Default Benchmarks

Modifications to configuration files

• Configuration file extended to OpenMC and Serpent.
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Benchmark_Inputs Benchmark

mcnp

serpent

openmc

mcnp_ascii_template_file

serpent_ascii template_file

openmc_xml_template_files

Library Benchmark

mcnp

serpent

openmc

mcnp_ascii_input_file

serpent_ascii input_file

openmc_xml_input_files

SimulationsTests

New level introduced as 
transport code identifier 
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• To perform validation and verification optimally for a large number of benchmarks and for complex 
geometries, HPC systems should be utilised for parallel submission of Monte-Carlo simulations.   

• JADE can now be run either on the command line or submitted as a job. Demonstration on 
LoadLeveler submission system on the UKAEA ‘freia’ HPC cluster and other UKAEA workload managers 
(i.e. SLURM).

• In principle, any workload manager can be supported by creating a template job submission file –
deployment on Marconi or CSD3 (UK HPC centre) for example.

Running JADE in parallel

Official14
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• For all transport codes, we need an accurate representation of the geometry, source term and physics.

• csg2csg1 and are openmc_mcnp_adaptor used for conversion of geometry and materials for all current 
JADE benchmarks.

• Simple source terms manually replicated. For FNG, we have developed a wrapper to the MCNP source 
routine in OpenMC and Serpent. Material definitions for each code handled using XsdirTable object and 
developed material card writers for Serpent and OpenMC.

• Nuclear data: OpenMC uses HDF5 format nuclear data [see https://openmc.org/official-data-libraries/ ]. 
Distributed by FENDL? Serpent and MCNP equivalent ACE files.

• Different implementations for tallies:

➢ OpenMC does not support surface flux tallies.

➢ F4 + tally multiplier only applicable to MCNP.

➢ Serpent only supports single isotope entry for reaction rates.

➢ Different normalisations/units for each code – post processing must handle.

• Unique implementations for variance reduction.

• For the sphere benchmark, the inherent differences between the codes mean a direct translation of the full 
MCNP benchmark model cannot be achieved.

Handling multiple transport codes

Official15 [1] Davis, Andrew & Lilley, Steven & Shimwell, Jonathan. (2021). csg2csg: A TOOL TO ASSIST VALIDATION & VERIFICATION. EPJ Web of 

Conferences. 247. 04012. 10.1051/epjconf/202124704012. 

https://openmc.org/official-data-libraries/
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Post-processing development
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Example of a cross library comparison of neutron flux for MCNP in 

the sphere leakage benchmark. 

Output 

Reader

Single 

Library 

Cross-

Library

Cross Code

MCNP

OpenMC

Serpent

• New output parsers have been developed for OpenMC and 

Serpent, minimizing dependencies.  

Current development status
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• As with the input – JADE has been restructured for additional transport codes 

Post Processing
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Library Benchmark
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serpent

openmc
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Excel
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• The Excel outputs provide a powerful visualization for analysis and interpretation. This has been 
preserved on Linux. No changes to Atlas files.

• Previous, xlwings dependency removed. Rather than using template files, now create and write Excel file 
containing the post processed data using pandas and XLSXwriter.

Post processing

Official18
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UKAEA Future Effort
FENDL validation and importance for future applications
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Openly available, interoperable benchmark data is fundamental to these efforts  

MCNP

FNG SiC, SINBAD, NEA-1553/56

FNG HCPB, SINBAD, NEA-1553/71

CIAE Fe, CoNDERC, IAEA 

PCA Replica, NEA-1517/75

Additional benchmarks in JADE
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• Currently working towards a release v3.0.0 of the code in Q1 2024. Complete 
JADE portability to Linux without feature loss from current version.

❑ Complete functionality for OpenMC and Serpent across all benchmarks.

❑ Further addition of 1D benchmarks – consider parametric builds. Important for 
STEP and UKAEA Fusion Futures programme.

❑ Addition of FNG Cu.

❑ Variance reduction techniques developed where required.

❑ JADE GUI

❑Work with OpenMC and Serpent developers on addressing needs for JADE.

Future work

Official21
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Thank you for listening
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Alex.Valentine@ukaea.uk

https://github.com/JADE-V-V

mailto:Alex.Valentine@ukaea.uk
https://github.com/JADE-V-V
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