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Medical imaging 

• Different organs/modalities

• X-ray, CT, MR, ultrasound, 
histopathology, …

• 2D, 3D, 3D with time, …

• Detection of abnormalities/diagnosis 

(Example images from Wikipedia)
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• Computer vision: millions of images

Low complexity, e.g. linear classifier

High complexity, e.g. ConvNets

Performance

Training size

Ideal data size

3



Medical data size

Dataset size in Alzheimer’s disease 
[Varoquaux, Cheplygina 2022]

4[Willemink et al 2020]

https://www.nature.com/articles/s41746-022-00592-y
https://pubs.rsna.org/doi/full/10.1148/radiol.2020192224


Outline

• Learning from limited labeled data
• With cats (transfer learning)
• With crowdsourcing

• “Other considerations”
• Evaluation
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Idea 1: Transfer learning

Learn from related domains and/or tasks

Domain = input data, e.g. images of different modalities
Task = input à output, e.g. prediction of different diseases
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Domain â Task à Same Different
Same Supervised learning Multi-task learning

Different Domain adaptation Pretraining + 
Fine-tuning



Learning from any dataset?

Learn a generalized representation (pretraining), then extract features 
or fine-tune

Image: towardsdatascience.com 7

https://towardsdatascience.com/a-comprehensive-hands-on-guide-to-transfer-learning-with-real-world-applications-in-deep-learning-212bf3b2f27a


Medical or non-medical source data?

• 2014-2015 first papers with non-medical 
sources (often ImageNet)

• May be suboptimal for medical data

• Few comparisons in literature, conflicting 
results

• Our early comparisons: ImageNet best but is 
much larger

Cheplygina, V. (2019). Cats or CAT scans: transfer learning from natural or medical image source 
datasets?. Current Opinion in Biomedical Engineering. URL 8

https://www.sciencedirect.com/science/article/pii/S2468451118300527


ImageNet vs RadImageNet

Project CATS - Choosing A Transfer Source for medical image 
classification
ImageNet vs RadImageNet [Mei et al 2022] - similar size/properties
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Dovile Juodelyte

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC9530758/


ImageNet vs RadImageNet

• ImageNet tends to outperform RadImageNet Juodelyte et al 2023
• But ImageNet may be more sensitive to label noise, artifacts
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https://arxiv.org/abs/2302.08272


Idea 2: Label more data
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Crowdsourcing

ImageNet [Deng et al 2009] crowdsourced on Amazon Mechanical Turk - workers 
asked to label cats, bicycles etc.

Counterintuitive for medical?
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https://ieeexplore.ieee.org/document/5206848


Mavandadi et al 2012
Maier-Hein et al 2014
Cheplygina et al 2016

Survey:
Ørting et al 2020
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http://104.237.144.41/index.php/jhc/article/view/111


Crowdsourcing annotations

Simplify task, e.g. in skin lesion 
classification instead of 
benign/malignant, use more intuitive 
features (also used by experts):

• A - Asymmetry 
• B - Border
• C - Color

Image source 14

http://www.skincancer.org/skin-cancer-information/melanoma/melanoma-warning-signs-and-images/do-you-know-your-abcdes


Multi-task with crowd annotations

• Noisy annotations of visual 
features (e.g. asymmetry) by 
students & crowdsourcing

• Multi-task learning (diagnosis & 
annotations) outperforms 
baseline (diagnosis only)

[ Raumanns et al 2021 ]

Ralf Raumanns
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https://www.melba-journal.org/papers/2021:020.html


Ensembles with crowd annotations best

Multi-task learning results
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Other considerations
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What to choose?

Data augmentation
Self-supevised learning
Semi-supervised learning
Active learning
Weakly supervised learning
Transfer learning
Crowdsourcing
Synthetic data 
…

https://unsplash.com/photos/Wpg3Qm0zaGk
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Practical clinical use

“none of the models identified are of 
potential clinical use” [Roberts et al 
2021 ] 

“[…] narrow use cases […] limited 
external validation […] ” [Kelly et al 
2022]

“Studies were identified for 26 of the 
53 neuroalgorithms […] exploring the 
use of algorithms in clinical practice 
were available for 7 algorithms.”
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https://www.nature.com/articles/s42256-021-00307-0
https://www.nature.com/articles/s42256-021-00307-0
https://link.springer.com/article/10.1007/s00330-022-08784-6
https://link.springer.com/article/10.1007/s00330-022-08784-6


Why?

• Results may appear good, but not generalize, even with larger 
datasets
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Overfitting to spurious patterns / shortcuts

• Pen marks correlated with melanoma
• Network flips diagnosis

[Winkler et al]
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https://jamanetwork.com/journals/jamadermatology/article-abstract/2740808


Overfitting 

• Chest drain associated 
with a collapsed lung

• AUC 0.94 vs 0.77

[Oakden-Rayner et al 2019]
[Image from Graf et al 2020]
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https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7665161/
https://arxiv.org/abs/2011.07353


Shortcuts outside the object of interest…

Bissoto et al 2019
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https://openaccess.thecvf.com/content_CVPRW_2019/papers/ISIC/Bissoto_DeConstructing_Bias_on_Skin_Lesion_Datasets_CVPRW_2019_paper.pdf


Shortcuts
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Amelia Jiménez-Sánchez



Webinar: Datasets through the L👀king-Glass 
More about datasets & shortcuts
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https://purrlab.github.io/webinar

https://purrlab.github.io/webinar


Conclusions

• Lots of methods, we can do many things to improve training, but 
evaluation is key

• Need more focus on datasets for better generalizability & robustness

• More (systematic) reviews and “real-world” evaluation
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Thank you! 

@drveronikach@dair-community.social

https://www.veronikach.com


