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Gyrokinetic codes are the essential tools to predict and understand turbulent transport in magnetically con-
fined fusion plasmas. They calculate the time evolution of the perturbed distribution function in the five-
dimensional phase space. It often takes more than a few days to finish their runs and an enormous amount
of calculation data is generated per run. When such codes are used to estimate turbulent fluxes, one checks
a turbulent saturation state, where the amplitudes of the turbulent fluxes remain almost constant. Since the
calculation data produced in the linearly and nonlinearly growing phases sitting prior to the saturation phase
are usually not used for turbulent transport analyses, the shorter the growing phase is, the more efficiently
the simulations can be carried out. However, there was no way to forecast when the saturation phase starts,
i.e. the saturation time, before the simulation is executed or at an early stage of the simulation. In the paper,
a new method that forecasts the saturation time is introduced by adopting a machine-learning approach.
When the perturbed distribution function f in the five-dimensional phase space is represented as a combina-
tion of two-dimensional images, e.g. f(kx, ky) in the wavenumber space, it is visualized that the pattern of
the images changes in time showing the saturation process in the linearly and nonlinearly growing phases. In
the paper, the images have been generated by the gyrokinetic code GKV to extract the features of the patterns
from such images, a convolutional neural network (CNN) model has been constructed, which predicts the
simulation time corresponding to the image. The first CNN model was trained based on the GKV calculation
for the JT-60U plasma, where turbulence is driven by both the ion temperature gradient (ITG) mode and the
trapped electron mode (TEM). About 3,000 images of the amplitude of f in the (kx, ky) space were gener-
ated from the calculation, and they were split into training, validation and test data. Using the data, transfer
learning and fine tuning have been performed with a pre-trained state-of-the-art CNN model EfficientNet to
predict the simulation time from the image. The trained model can predict the simulation time of the test data
with a high coefficient of determination, R2 = 0.9949.
To apply the method to various nonlinear calculations, three CNN models have been prepared, trained by the
data of GKV simulations for Cyclone base case (CBC)-like parameter sets. In addition to the simulation with
the original CBC case, where turbulence is driven by both ITG mode and TEM, the two cases with density
and temperature gradients artificially changed to selectively develop ITG mode and TEM, individually have
been prepared for training. Focusing on the fact that the nonlinear growth in the simulation depends on the
dominant instability, the numerically low-cost linear calculation is first performed to identify the dominant
instability for the case in which a nonlinear calculation is going to be performed. Then, one can choose the
best model out of three to better predict the simulation time. When the three CNN models are applied to
the aforementioned JT-60U case, it is found that the CNN trained by the data of the original CBC parameters
has the best prediction accuracy. The practical use of the models is as follows: Several runs are launched
with different initial conditions. After running the simulations for a while, say six hours after the start, an
f(kx, ky) image is processed for each case, which is fed into the CNN model. The case predicted to finish the
fastest is kept running and the others are terminated. This procedure makes it possible to get the result as fast
as possible with minimum computational resources.
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