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• Context (briefly)

• Many of us are working on the same problems, with variations.

• The abstractions are common, with minor vocabulary differences.

• The implementations appear to differ more than they really do.

• The meta data and reuse problems are perhaps most interesting?

• JET Real-Time Central Controller

• What it is, how we use it, why we need to upgrade it.

• Constraints and opportunities.

• Design selection : MARTe2

• Proof of concept > Demonstration > Deployment (at a critical point in JET lifetime)

• Integration for the future (EPICS, SDN, MDS+, Python) over JET legacy

• Tools and the Future

• Importance of adopting modern methods.

• Evolving a platform for the era of fusion delivery is important and valuable.

• Inspiring the next generation of innovators in the field, likewise.

Talk Outline
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Big Picture: JET Operations Workflow
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Plasma Control Systems
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RTCC in production

RTCC Operator Support

• Network editor / rapid test facility

• Database of algorithms/signals

• Specialist training required

• Expert with physics/control skills

4.1

RTCC System Technology

• 1996-2020 Bespoke C application

• VME/PPC single core embedded

• Incremental changes/optimisations

• Essential operations system
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Recent issues:

• Missed real-time cycles

• Incomplete data collection

Problem: CPU and RAM

RTCC in production

RTCC Operator Support

• Network editor / rapid test facility

• Database of algorithms/signals

• Specialist training required

• Expert with physics/control skills

14 fully qualified PDOs

11 trainees

Training program

Roster

Continuous improvement cycle

4.5

RTCC System Technology

• 1996-2020 Bespoke C application

• VME/PPC single core embedded

• Incremental changes/optimisations

• Essential operations system
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RTCC++

Operator Requirements

• QA to modern standards/DevOps

• Backwards compatibility

• Better usability

• Better maintainability

• Lower cost/risk of new features

CPU upgrade : from 1GHz single core PPC -> 4 Core 2.4GHz i7

Memory upgrade : from 500MB to 32GB

Connectivity : 100Mbps ethernet + 155 Mbps ATM to Dual Gbps ethernet/SDN

OS : VxWorks 5.x running in kernel mode to Linux 5.x using core isolation

RT tuning : RT PREEMPT patches within Centos or Rocky or Custom Yocto

Compiler : from gcc 3.4.3 to gcc 4.8.5 (Centos7 – possibly above TBA)

Software stack : From bespoke C to MARTe 2.0

DevOps : from none to git + CI + unit tests + MARTe 2 QA + SonarQube

5.1

System Upgrade Requirements

• Capacity++ : modern hardware

• Multicore PC, RT Linux, C++

• Feasible implementation time/cost

• Leave future exploitation open
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MARTe2 

https://vcis.f4e.europa.eu/marte2-docs/master/html/index.html
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RTCC++

Operator Requirements

• QA to modern standards/DevOps

• Backwards compatibility

• Better usability
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• Lower cost/risk of new features

End User
Tools

Core 
Tools

5.3

System Upgrade Requirements

• Capacity++ : modern hardware

• Multicore PC, RT Linux, C++

• Feasible implementation time/cost

• Leave future exploitation open

consensus: “just” need nice powerful tools
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Tools : Surely just MATLAB/Simulink ?

Mono-culture risks

- Fully open source / Fully proprietary : all extremes have problems.

- What is capital expenditure? What is a consumable ?

- What is the total cost and risk of ownership ?

- Mitigate with good architectures and inter-operability.

- Design for high levels of parallelism and AI in the loop (Google/TAE).

- IP Management.

6
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Operator Requirements

• QA to modern standards/DevOps

• Backwards compatibility

• Better usability

• Better maintainability

• Lower cost/risk of new features

7.1

System Upgrade Requirements

• Capacity++ : modern hardware

• Multicore PC, RT Linux, C++

• Feasible implementation time/cost

• Leave future exploitation open
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576 pulses in C38 (out of 2481)

Reuse : Ability to replay successful configurations from ~100k pulses
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New Generation Tools

rtcc2lib

- better usability

- maintain performance

Operator Requirements

• QA to modern standards/DevOps

• Backwards compatibility

• Better usability

• Better maintainability

• Lower cost/risk of new features

7.3

System Upgrade Requirements

• Capacity++ : modern hardware

• Multicore PC, RT Linux, C++

• Feasible implementation time/cost

• Leave future exploitation open
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•F4E/ITER

•MARTe1 
Community

•Wide user base

Long term 
vision

•Software Quality

•Language

•Platform

•Relevant

Modern 
Approaches

•Value in training
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documentation

•Value in reuse

Motivation

+
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RTCC2

Operator Requirements

• QA to modern standards/DevOps

• Backwards compatibility

• Better usability

• Better maintainability

• Lower cost/risk of new features
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System Upgrade Requirements

• Capacity++ : modern hardware

• Multicore PC, RT Linux, C++

• Feasible implementation time/cost

• Leave future exploitation open
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Virtuous Spiral : once bootstrapped
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• Better usability
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• Lower cost/risk of new features
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Project Roadmap

10.1

Phase 1: Feasibility : (a) Proof Of Concept (b) Prototype

Phase 2: Deploy dual servers operating parasitically but not controlling 

Phase 3: Switch to RTCC2 for routine operations (increased capacity)

Phase 4: Iteratively add more functionality, staged on the live test server.
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Project Roadmap
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RTCC

RTCC2

JET Data Center

NBI

RF

JET PCS

RTCC2 cluster : live / live test
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Project Roadmap: Future ?

Phase 1: Feasibility : (a) Proof Of Concept (b) Prototype

Phase 2: Deploy dual servers operating parasitically but not controlling 

Phase 3: Switch to RTCC2 for routine operations (increased capacity)

Phase 4: Iteratively add more functionality, staged on the live test 
server.

10.5
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Conclusions & Future Work : TBA/WIP

- We are upgrading a core JET PCS tool

- 4 Phases (like all successful projects)

- Using latest methods

- Aligning with community standard technologies.

- Optimistic of collectively removing barriers to better science in this area.

- Hoping to work more closely with old friends and new partners as the era of 
fusion delivery progresses.
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Thanks for Listening.  Questions?  Discussion (now and after please?)
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