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The operation of fusion devices produces huge amounts of data with high dimensionality that allows develop-
ing sophisticated machine learning models to tackle specific problems. In such high-dimensional data space,
the feature selection plays an important role to extract useful information.

A high number of features in the data requires dimensionality-reduction techniques before the successful
application of data-driven methods. Usually, feature selection techniques are used to select the number of
input variables and to identify irrelevant and redundant attributes from data. The right choice of inputs
variables is an essential issue before developing a model. It helps in a double sense. On the one hand, it
reduces the computational cost of modeling. On the other hand, it improves its performance, efficiency and
understanding.

In this paper, a new automatic method to extract the main features in a very high dimensional input space is
proposed. Ourmethod is based on correlationmeasures. It allows reducing the number of features, finding out
the most relevant ones. We have simulated series data with 10000 points. The points correspond to random
samples of different Gaussian distributions. A 30-dimensional space is simulated whose first 10 components
are 10 time series N(µ,σ) with a range of values of µ from [-1000, 1000] and a range of values of σ from [1,
1000], the second 10 components are linear combinations of the previous 10 and the last 10 components are
non-linear combinations of the first 10 ones. In this way, signals of 10000 samples within a feature space of
dimension 30 are generated. A total number of 500 resamples of these signals have been created to test the
method.

The objective of this work is develop a method that sorts, in an automatic and unsupervised way, the most
relevant features from the original set of features. To this end, the method computes the correlations among
the 30 components of the signals in order to sort them from the less correlated features to the most corre-
lated ones. Once the features are ordered according to their correlations, it is possible to filter out the most
correlated dimensions while keeping just a few of the less correlated features.
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