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I   	INTRODUCTION

The instrumentation & control (I&C) systems of operating US nuclear power plants (NPPs) were originally built with analog equipment. Such legacy systems are increasingly obsolete and costly to maintain. In the 1980s, digital technologies, mainly programmable logic controllers (PLCs) and plant process monitoring computers, were integrated into control systems for various processes. By the 1990s, microprocessors were being used for data logging, control, and display for many non-safety-related functions. Today, Gen III reactors rely entirely on DI&C systems and many GEN II reactors use digital components even for some safety-related functions.
Using DI&C systems in NPPs enhance operational efficiency, availability and performance. It can also increase vulnerability to cyber threats unless appropriate defenses are used.  Concern about cyber risks at NPPs has increased among various stakeholders, including the license regulators, plant operators, two types of professional staff -- Information Technologists (IT) and Operational Technologists (OT)), and equipment suppliers. They have different protection priorities and defense strategies, though, which impedes their collective ability to recognize and reduce the most important cyber risks.
The cyber security regulations set by the nuclear regulator are security-centric, with emphasis on the protection of the critical digital assets (CDAs) such as the DI&C systems.  IT staffs and equipment suppliers also use a security-centric approach; they try to protect the DI&C systems from cyber-attacks using IT methods such as anti-virus software, network segregation, intrusion detection, and security patches. This approach can reduce the likelihood of some types of cyber-attacks such as spear-phishing, network scanning/probing, and abuse of authorized access, etc. It does not, however, address the cyber hazards that existed before the IT features were applied to the systems and equipment that make up a DI&C system. It also does not familiarize the IT staff with the safety functions of systems that the DI&C are protecting. 
Plant operators and OT staffs take a more safety-centric approach. They are particularly concerned about cyber-attacks that could harm the plants, the public, and the nuclear industry such as those that could result in core damages or significant release of radioactivity, and pay less attention to mundane, annoying cyber-attacks such as spear-phishing and denial-of-services, etc. This approach is problematic because most serious cyber-attacks begin with mundane intrusions that compromise key personnel’s credentials, ad gain access to the plants’ process and DI&C systems. It also does not encourage the OT staffs to familiarize with the cyber and digital aspects of the DI&C systems.
This divided focus (security vs. safety) played a role in potentially serious cyber events that occurred at two US NPPs (Browns Ferry in August 2006 and Hatch in March 2008) [1,2]. In Browns Ferry, both condensate demineralizers and recirculation pumps have digital equipment and embedded microprocessors that communicated data over the Ethernet Local Area Network (E-LAN). It appeared that the Browns Ferry control network produced more traffic than the digital equipment could handle, (it was also possible that the equipment malfunctioned and flooded the Ethernet with spurious traffic), disabling the variable frequency drive controllers and resulting in a shutdown of the unit 3 reactor. This episode reinforced the US nuclear industry’s false confidence that cyber-attacks at NPPs could disrupt power generation but not cause devastating core damage or radiological releases. From a cyber security perspective, though, one can see that a denial-of-service attack could have safety consequences if it was part of a coordinated campaign that included other attacks which prevent an automatic reactor shutdown. 
In the Hatch event, an engineer at the NPP updated software for a business-network computer to synchronize diagnostic data collected from the process control network. While rebooting the computer, the synchronization program reset the data on the process control network, which interpreted the change as a sudden drop in the reactor’s water reservoirs, and initiated a reactor shutdown. This event shows that IT staff may not understand the interdependence of the two networks and recognize the safety implications of a software update to plant equipment.
Different stakeholders need a way to assess cyber risks at NPPs that integrates cyber security and safety concerns. This paper proposes a methodology to evaluate the effects of cyber-attack sequences against DI&C systems that builds on the “effect-centric” cyber risk assessment framework developed by the Center for International & Security Studies at Maryland (CISSM) [3,4]. The next section uses a process hazard analysis (PHA) of two historical cyber-attacks on nuclear facilities to identify the potential cyber-nuclear vulnerability (PCNV) scores for the targeted systems and defense strategies that averted serious consequences in one case and that could have prevented them in the other. The third section uses a set of hypothetical attack scenarios to illustrate how the same approach can be used for preventive cyber-nuclear vulnerability assessment and mitigation. 

II ASSESSING CYBER NUCLEAR VULNERABILITY AND RISK
	All digital and microprocessor systems are potentially vulnerable to cyber-attack.   Whether or not those vulnerabilities could be leveraged to disrupt operations or steal information via a specific attack scenario depends on whether appropriate defensive measures have been taken. This section provides a general method for calculating the Potential Cyber-Nuclear Vulnerability (PCNV) of the DI&C systems at NPPs and applies it to a 2003 cyber event at the Davis-Bess NPP in Ohio and a 2009 cyber event at the Natanz Fuel Enrichment Plant in Iran. It also indicates defensive measures that actually did prevent, or hypothetically could have prevented, the cyber-attack from causing serious disruption. 
Potential Cyber-Nuclear Vulnerability (PCNV) measures what percentage of a system (process, or a subsystem within a system) at an NPP is made of microprocessors, with scores ranging 0 (no digital components) to 1 (completely digital). For a system composed of many interconnected digital subsystems, the overall PCNV would be the product of all PCNVs of the subsystems, as shown below:

Potential Cyber-Nuclear Vulnerability (PCNV) =∏ (% digital) 
                        =∏ (1 – % non-digital)     
After PCNVs are identified, actual cyber risks at NPPs can be mitigated in several ways, all of which should be considered.  Patches for software vulnerabilities and other IT solutions might make it harder to hack a particular system. The operating systems controlled by digital mechanisms could be hardened to withstand certain types of attacks. Or, back-up systems and other safeguards could be implemented such that even if a vulnerable DI&C system were hacked and the operating system it controlled was disrupted for a significant amount of time, no serious nuclear safety event would occur.

Sequence of Cyber-Attack against Davis Besse NPP 

In addition to the accidental cyber events at Browns Ferry and Hatch NPP summarized above, Reference 1 also describes a deliberate cyber-attack at the Davis Besse NPP that occurred in 2003. Plant IT engineers had not installed the patch for the MS-SQL vulnerability that Slammer worm exploited because they didn't know about the patch that Microsoft had released six months earlier.[5] The Slammer worm traveled from a consultant’s network to the corporate network by a privilege access bridging over the firewall. It then traveled to the plant process control network. The traffic generated by the worm clogged the corporate and control networks and crashed a plant process computer. Plant personnel could not access the Safety Parameter Display System (SPDS) for 4 hours and 50 minutes. Losing the SPDS was serious because operators depended on it to actively adjust plant operations so that nothing bad happens. Luckily, there was an analog backup readout printer providing the safety parameters of the plant at the time.
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	Figure 1 – Schematic of Cyber Incident at Davis Besse Nuclear Power Plant
	
For the cyber-attack at Davis Besse NPP, Table 1 shows a PCNV of 1 during the attack phase of the sequence because digital components were used throughout the systems and steps had not been taken to make them not hackable. The Defense row of Table 1 shows that the actual CNV for that particular attack scenario was zero because the hackable digital systems were complemented by an analog readout that continued to print out reliable plant data while the SPDS was blacked-out. 

Table 1 – Calculated PCNV for the Cyber-Attack at Davis-Besse NPP

	Davis- Besse
	 
	 
	Hack-able
	Consequence
	PCNV =∏ (1 – % non-digital)

	 
	 Consultant Workstation
	Digital
	Y
	Infected by Slammer worm
	(1 – 0) = 1

	 Attack
	Fire Wall
	Digital
	Y
	Bridged over with privileged access
	1× (1 – 0) = 1

	 
	Plant Process Computer
	Digital
	Y
	Crashed
	1×1× (1 – 0) = 1

	 
	Safety 
Display
	Digital
	Y
	Black out for ~5 hours
	1×1×1× (1 – 0) = 1

	Defense 
	Install analog readout
	Analog
	N
	Print out reliable plant data
	1×1×1×1× (1 – 1) = 0



Sequence of Cyber-Attack against Iran’s Fuel Enrichment Plant in Natanz

In 2010, the malware STUXNET was discovered in Iran’s Fuel Enrichment Plant (FEP) in Natanz [6]. At the time of the discovery, it was realized that STUXNET had twice attacked Siemens’ Step-7 PLCs, which controlled cascades of centrifuges. During the second attack in late 2009, the hackers took over the centrifuge speed controls and repeatedly ramped the speeds of some centrifuges rapidly from 0.2% to 130% of normal speed. They also altered the speed control readings in the control room display such that the attacked centrifuges’ speed appeared to be normal. It was found that over a 6-month period, STUXNET destroyed ~10% of 9,000 centrifuges in Natanz. [7]

[image: ]
	Figure 2 – Schematic of STUXNET Attack Against Iran’s Fuel Enrichment Plant
	
Table 2 shows the series of hack-able events and the calculated PCNVs for the STUXNET campaign. It also shows that the Natanz FEP could have protected against this type of attack by installing the centrifuge rotors with a motor-over-speed-trip (MOST) or physically hardening the rotors with more advance materials. 
 
Table 2 – Calculated PCNV for the STEXNET Attack against Natanz’s FEP
	Natanz
	 
	 
	Hack-able
	Consequence
	PCNV =∏ (1 – % non-digital)

	 
	 Siemens Step 7 programmable logic controllers (PLCs)
	Digital
	Y
	Infected by STUXNET malware
	(1 – 0) = 1

	 Attack
	Control room displays
	Digital
	Y
	STUXNET installed pre-recorded normal data
	1× (1 – 0) = 1

	 
	Centrifuge speed controller
	Digital
	Y
	STUXNET ramped speed from 0.2% to 130% of normal speed, and ~1000 centrifuges failed 
	1×1× (1 – 0) = 1

	 
	Install Motor-over-speed-trip (MOST)
	Mechanical
	N
	Centrifuge motors stopped when over normal speed
	1×1×1× (1 – 1) = 0

	Defense
	
	
	
	
	

	 
	Hardening centrifuge rotors
	Physical changes
	N
	Centrifuge rotors withstand rapid and sporadic speed changes
	1×1×1× (1 – 1) = 0



The calculated PCNV for the attack phase is 1 due to the digital components used in the rotor control system. But the centrifuge’s actual PCNV could be zero for a STUXNET-type attack scenario, if one or both suggested defenses had been implemented.

Using a Process Hazard Analysis (PHA) to Reduce Cyber-Nuclear Risks

The method applied to cyber-attacks that disrupted operations at Davis Besse NPP and the Natanz’s FEP suggests that a process hazard analysis (PHA) could also be used to reduce cyber-nuclear risks more generally by identifying potential vulnerabilities created by DI&C systems and finding defense mechanisms to prevent some types of attack scenarios, minimize the primary effects on operating equipment supported by the vulnerable IT components, or preventing disruption of the targeted equipment from causing a serious safety problem (a secondary effect of the cyber-attack in the CISSM risk assessment framework). 
Patches, air gaps, and other IT-based cybersecurity techniques can make it harder for an outsider to gain access to critical DI&C systems, but they cannot protect against insider threats or certain other types of attack scenarios. If all DI&C components are potentially vulnerable, at least four non-IT methods can be used to increase robustness [8]: 
1. Provide robust administrative controls that protect against cyber-attacks. This may be the weakest protection because it depends on people faithfully following the administrative requirements, and people are prone to making mistakes. 
2. Insert mechanical systems in place of certain digital components, or limit the range over which the DI&C system can control the problematic function.
3. Replace the problematic DI&C systems or components with analog devices, or provide a redundant analog system for the same function.
4. Change the process or equipment such that the system’s physics prevents the hazardous consequences. This may be the strongest protection against cyber-attack, but it may also be the most difficult to implement, especially for existing plants.

III	APPLYING THE METHODOLOGY TO A HYPOTHETICAL ATTACK

To illustrate a forward-looking cybersecurity risk assessment, we analyze hypothetical attacks against the residual heat removal isolation systems (RHR-IS) of a Gen-II PWR (without a digital upgrade) and a Gen-III PWR (or a Gen-II PWR with an upgraded digital RHR-IS). A Sandia National Laboratory report described a similar scenario.[9] 
Most PWR designs have piping to connect the reactor coolant systems (RCS) to the residual heat removal (RHR) pumps that circulate coolant when the reactor is shut down so that the fuel rods do not overheat. The RCS are designed for pressures up to about 17000 MPa, but the RHR systems are designed for pressures about 3000 MPa. Opening the connection between the RCS and the RHR systems when the RCS is highly pressurized could result in a loss of coolant accident (LOCA) that bypasses the containment. 
Figure 3 illustrates a standard plant layout including the RHR component locations. The RHR isolation valves, which are motor-operated valves (MOVs), are located inside containment while the rest of the RHR components are not. The valves are protected against inadvertent opening by interlocks against the RCS pressure which are designed to allow the valves to open or remain open only when the RCS is at a low enough pressure to avoid damage to RHR components.
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Figure 3 – PWR Plant Layout Showing the RHR Intake Isolation Valve Locations

A Gen-II PWR plant provides redundant isolation valves to isolate the high-pressure systems from the RHR during normal operation, as shown in Figure 4. Each isolation valve is controlled by a pressure sensor, which would close the valve or prevent it from opening if the RCS pressure is above 3000 MPa.

[image: ]

Figure 4 – A Gen-II PWR Arrangement of the RHR Intake Isolation Valves

The same arrangement is used in a Gen-III plant except that each valve has two pressure sensors that close the valve on 1 out of 2 logic. Each valve uses a different type of pressure sensor to avoid having the same technical failure affect both of them. Figure 5 shows this arrangement.  
[image: ]
Figure 5 – A Gen-III PWR Arrangement of the RHR Intake Isolation Valves

Also, in the Gen-III plant the valve interlock controls are digital and thus vulnerable. STUXNET demonstrated that hackers can attack multiple systems in the same campaign, so a plausible scenario could involve  hacking the digital control of the MOVs to open them at high RCS pressure and keep them open, and replacing the data going to the control room displays with pre-recorded normal data to keep control room operators unaware of the attack long enough for serious damage to occur. Opening the RHR isolation MOVs at high RCS pressure would cause the pressure to propagate, damaging the RHR heat exchangers (HXs) and rupturing their tubes. An RHR HX tube rupture would not cause a leak to the auxiliary building but would over-pressurize the downstream systems such as the component cooling water (CCW) system, which operates at a significantly lower pressure than the RHR.  
This attack sequence could compromise nuclear safety in several ways. A number of systems depend on cooling from CCW including the seal cooling for the Reactor Coolant Pumps (RCPs). If the RHR tube rupture is not isolated quickly, systems that depend on CCW would soon be out of service. The loss of the CCW system would subsequently cause a RCP seal leak, reducing the coolant inventory in the reactor core and damaging the fuel. An RHR HX tube rupture may also cause the HX shell to fail as it is typically rated for a lower pressure than the tubes. This will cause a leak of RCS and CCW coolant into the RHR HX room outside of containment, contaminating the auxillary building and other site areas. 

Potential Cyber-Nuclear Vulnerability (PCNV)/Process Hazard Analysis (PHA)

Table 3 shows the PCNV calculation for an older Gen-II PWR without a digital upgrade to its RHR isolation system. In this example, the RHR system is digital, and thus potentially hackable, but the RHR isolation valves have not been put on a digital network. Because they are only opened and closed once every refueling cycle (~24 months), sending a field operator to the motor control cabinet (MCC) in the auxiliary building to manually control them is not a problem. This serves as a robust administrative control that would prevent a cyber-attack on the RHR-IS from having serious safety consequences.

Table 3 – Calculated PCNV for a Gen-II PWR without Digital Upgrade to RHR-IS. 
	Gen-II PWR
	System
	Digital
	Hack-able
	Consequence
	PCNV =∏ (1 – % non-digital)

	No digital upgrade
	RHR Isolation System
	Y 
(but no upgrade to digital network)
	Y
	By administrative control, a field operator controls valves in MCC during outage once every refueling cycle
	(1 - 1) = 0



For a Gen-III PWR or a Gen-II PWR with digital upgrade to its RHR isolation system where the MOV controls are on the digital network, Table 4 shows the PCNV calculation for a single attack on the MOV controls and a complex campaign that also includes a STUXNET-type attack on the control room display system.

Table 4 – Calculated PCNV of a Gen-III / a Gen-II PWR with Digital Upgrade to RHR-IS

	PWR
	System
	Digital
	Hack-able
	Consequence
	PCNV =∏ (1 – % non-digital)

	Gen-III, or Gen-II with digital upgrade
	RHR Isolation MOVs
	Y
	Y
	MOV open when RCS is at pressure 
> 3000 MPa
	(1 - 0) = 1

	
	Control Room Signal/Indicator System
	Y
	Y
	Hackers attack display system with pre-recorded normal data showing MOVs close, and operators do not aware of cyber attack
	1x(1 - 0) = 1


	
The consequences of the simple attack scenario are manageable, but the results of the complex campaign might not be.  If the control room display system is working properly, then the DI&C system would send an indication to the control room, alerting operators to issue commands to close the valves. If their commands were apparently ignored or reversed, operators would soon send a field operator to override the digital controllers for the MOVs. That would isolate RHR from the RCS, which would probably stop the loss of RCS inventory, and arrest the LOCA phase of the transient. 
If the attackers also applied a STUXNET tactic of replacing the data going to the control room displays with pre-recorded normal data, control room operators would not be aware of the first attack in time to prevent serious secondary damage. The combined campaign would yield a PCNV of 1, indicating both the RHR isolation system and the control room display system are cyber exploitable, and eventually cause the RCP Seal to leak and a small leak LOCA outside of containment. Rather than risk this cyber scenario, it would be better to take the RHR-IS valves off of the digital network and send a field operator to operate the valves manually once every refueling cycle.


IV	CONCLUSION

Because cyber-attacks against NPPs are of grave security concern, regulators, plant operators, IT and OT staff, and other stakeholders are reluctant to talk in technical detail about vulnerabilities posed by DI&C systems.  Yet, because a cyber-attack against an NPP could cause core damage or significant release of radioactivity, which are detrimental to the plant, the public and the industry, the safety implications of the attack cannot be ignored. This divide between security and safety has been challenging for stakeholders focused in cyber security for NPPs.
To bridge this security and safety divide, a methodology for a robust cybersecurity assessment is proposed and demonstrated here. The assessment methodology, based on a safety perspective consists of an evaluation of the cyber-attack sequence against a digital system to calculate the system’s potential cyber-nuclear vulnerability (PCNV) and a process hazard analysis (PHA) to identify options for mitigating risk. As the focus is on plant safety, these assessment, evaluation, and analysis can be candidly and openly discussed with the goal of finding the best defense to countering the specific cyber-attack. 
Analysis of two historical and one hypothetical cyber events given in this paper (Davis Besse, Natanz’s FEP, and RHR-IS) indicate that more cyber robust systems can be developed not only through standard IT practices such as patching and air-gapping, but also through changes to operational equipment and procedures. For examples:

· Installations of mechanical constraints (e.g., if the centrifuge rotors at Natanz FEP were installed with motor over-speed trip); 
· Provision of redundant analog backup (e.g., the back-up system at Davis Besse); 
· Changes of physical properties (e.g., if the centrifuge rotors at Natanz’s FEP were hardened to withstand the rapid and sporadic speed changes); and 
· Reliance on robust administrative controls (e.g., sending a field operator to the MCC to close an analog RHR-IS valve once every refueling cycle rather than using a digital RHR-IS valve.)

This methodology should be systematically applied to other critical plant control and safety systems at NPPs to identify hack-able vulnerabilities and implement measures to reduce risk under a range of plausible attack scenarios. These critical systems include the control rod control (CRC) mechanism, the chemical and volume control system (CVCS), feed-water control system, and reactor protection and engineered safety system, etc. Particular attention should be paid to individual attack scenarios and complex cyber campaigns that could jeopardize nuclear safety rather than those which could briefly disrupt some aspect of NPP operations without causing major damage to expensive equipment, the surrounding community, or the political acceptability of nuclear power.
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