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Using deep machine learning to conduct
object-based identification and motion detection on
safeguards video surveillance

Video surveillance is one of the core monitoring technologies used by the IAEA Department of Safeguards at
safeguarded nuclear facilities worldwide. Current IAEA image-review software has functions of scene-change
detection, black image detection and missing scene analysis, but their capabilities are not optimum. Because
of this limitation, detection of safeguards relevant events heavily depends on inspectors’visual examination
of surveillance videos, which is a time-consuming process prone to errors. To improve the process, we are
developing a deep machine learning technique to detect objects of interest in video streams and conduct object-
based motion detection. We hypothesize that deep machine learning is effective in solving problems with
multi-dimensional features/parameters such as different geometries of casks and fuel assemblies and different
configuration settings from one facility to another. A trained deep machine learning algorithm can process
video streams automatically to flag, locate, and identify objects of interest in the images. The initial focus
of our research is for application at nuclear reactors, such as pressurized heavy-water reactors, where video
surveillance is broadly deployed. In a proof-of-concept experiment, we trained and tested a computationally
efficient convolutional neural network (CNN) —You Only Look Once (YOLO) —with data collected at a test bed
at Brookhaven National Laboratory (BNL). This quick study showed promised for high precision and real time
identification of target objects and sequences for image resolutions comparable to those of IAEA’s surveillance
system. Currently we are tuning our model with representative training data sets, which are being collected
at simulated nuclear facilities at Sandia National Laboratories (SNL) and BNL. In this paper, we will discuss the
development of the CNN model and report the results of this study in detail. Our tuned model and algorithm
could eventually be integrated with IJAEA image review software to significantly reduce the inspector image
review burden.
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